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#### Abstract

In the past decades, there has been an explosion in the amount of data that is generated. This calls for development of efficient algorithms to uncover useful information from massive datasets. Although several recent advances in computation allows for faster processing, efficient communication and storage and so on, it is the need of the hour to develop intelligent algorithms that minimize resource utilization, and does so in a near real-time fashion. A commonly observed theme in the Signal Processing and Machine Learning is to exploit the fact that most real-world (extremely high dimensional) data exhibits a simple, succinct, low-dimensional representation. In other words, the data lies close to some low-dimensional structure of the ambient space. In this thesis, we consider two such low-dimensional structures: sparsity and low-rank. Specifically, we develop provable algorithms for the problem of Subspace Tracking (ST) under several constraints. First we study robust ST wherein the data is corrupted by arbitrary outliers. Next, we consider the setting where part of the data is missing (due to issues in transmission or storage). Finally, we develop algorithms that also deal with distributed data.


## CHAPTER 1. INTRODUCTION

In the current big-data age, there has been an explosion in the amount of data generated all around us. This can be attributed to the accelerated development of efficient acquisition, transmission, storage and computational modules. Concurrently, the quest of high-dimensional statistical signal processing, and machine learning (ML) researchers has been the development of efficient data-processing algorithms. A commonly observed theme in the aforementioned area is as follows: although the observed data is high-dimensional, typically, most real world data approximately lies in a significantly lower-dimensional ambient space. Motivated by this intuition, the ML community has actively developed provable, and efficient (in terms of sample-complexity, robustness, and computational) algorithms to learn this underlying latent space. However, a key challenge that needs to be addressed is that somewhere in the data-processing pipeline, it is inevitable to avoid corruption of this data, either in terms of missing data, or in terms of outliers that seep in. Another striking feature of traditional datasets is the presence of temporal structure owing to the fact that most data is acquired over time from possibly multi-modal sensors, which can be modeled as time-series data. The overarching goal of this work is to develop provable, robust, and efficient algorithms for low-dimensional structural recovery problem from time-series data.

The problem of estimating and tracking a low-dimensional linear subspace from time-series data has garnered significant interest in the signal processing and automatic control communities in the past three decades $[2,18,13]$. However, to the best of our knowledge, all convergence results for this problem were either asymptotic, assumed a single underlying subspace, or only provided partial guarantees. My research provides an attempt at resolving this long standing problem, and in addition, we also design and analyze provable, and non-asymptotic algorithms that are also robust.

Model-Based Robust Subspace Tracking. In Chapter 2, we first consider a linear superposition of a low-rank ( $r$-dimensional subspace in $n$ dimensions) and sparse structure for spa-


Figure 1.1: Subspace change example in 3D with $r=2$.
tiotemporal data. In the offline setting, this is commonly referred to as Robust Principal Component Analysis [1] (RPCA). The dynamic version of this problem is referred to as the Robust Subspace Tracking (RST) problem [17]. This model is applicable for problems such as Video Layering (separating a video into foreground and background layers), social-network structure identification, and recommendation system design to name a few. In this section, for ease of analysis, we assume that the underlying subspaces can change every so often (in a piecewise constant fashion), but impose a constraint on how the changes occur. Formally, we assume that whenever the subspace changes, only 1 out of the $r$ directions changes (see Fig. 1.1 for a simple schematic). We develop an algorithm dubbed simple-Recursive Projected Compressive Sensing (s-ReProCS) based on the ReProCS framework [12] to track the (a) sparse outliers, (b) the true low-dimensional data, and (c) the underlying subspace. We show that using a "good enough" initialization, and under standard RPCA/RST assumptions: incoherence of the subspaces, a lower-bound on most outlier magnitudes, mild statistical assumptions on the subspace coefficients, and the subspace change model mentioned above, s-ReProCS is able obtain $\varepsilon$-accurate estimates (of the low-dimensional and sparse vectors, and the underlying subspaces) using just $\mathcal{O}(r \log n \log (1 / \varepsilon))$ samples. Additionally, we show that by exploiting the statistical assumptions, we can tolerate a larger fraction of outliers per-row (increase from $\mathcal{O}(1 / r)$ to $\mathcal{O}(1))$ in the sparse matrix. Finally, the running time of our algorithm is equal to (upto constant factors) running a rank $r$-vanilla SVD on the data matrix. The results have been published in IEEE ISIT 2018 [8] and IEEE Transactions on Information Theory [9].

Nearly Optimal Robust Subspace Tracking. A significant drawback of the work described in Chapter 2 was the restrictive subspace change model. In an attempt to relax this assumption,
we propose a modified algorithm referred to as Nearly Optimal RST (NORST). In this work, we assume that the subspace either (a) follows a piecewise constant model but when the subspace does change, it can do so arbitrarily or (b) the subspace is allowed to change at each time, but only by a little and have abrupt changes at certain times. Again, we show that under standard RST assumptions, NORST is able to obtain $\varepsilon$-accurate estimates of the underlying subspaces using just $\mathcal{O}(r \log n \log (1 / \varepsilon))$ samples. Even with perfect data, estimating a $r$ dimensional subspace in $n$ dimensions requires $r$ samples, and thus our upper bound is only logarithmic factors away from the lower bound. Akin to the results in Chapter 2, our proposed method has an improved outlier tolerance, and the running time (upto constant factors) is the same as running a vanilla SVD on the data matrix.

A critical component of the proof technique involved developing finite sample guarantees for Principal Components Analysis (PCA) in data-dependent noise. Although PCA has been exhaustively studied in the last several decades, most results assume that the noise is uncorrelated (if not independent) with the true data. We consider the setting where the noise can be correlated with the data and provide finite sample guarantees for the SVD solution. In particular, we assume that the noise depends linearly on the data. A key application of the PCA in (sparse) data-dependent noise is in ReProCS based RST. We build upon [14] and provide improved sample-complexity analysis, and a less restrictive data-dependent noise model . These results have been published Allerton 2017 [15] and ISIT 2018 [16].

Using the overall proof and algorithmic skeleton mentioned above, we provide an online algorithm that solves static RPCA in a fast, sample- and memory- efficient manner (published in ICASSP 2018 [6]). A preliminary version of NORST appears in ICML 2018 [7] and the complete paper has been accepted to appear in IEEE Journal of Special Areas in Information Theory [10].

Subspace Tracking from Incomplete Data in Presense of Outliers. In Chapters 2 and 3 we consider the fully observed setting, i.e., we do not account for missing data which may not be practically valid. In Chapter 4, we consider the problem of estimating, and tracking the underlying subspaces when part of the data is missing. The static version of this problem is commonly referred
to as Matrix Completion (Robust Matrix Completion in the presence of outliers). While (Robust) Matrix Completion has been extensively studied in the literature, to the best of our knowledge, there were no finite-sample, complete guarantees for the Subspace Tracking with missing entries (STMiss) problem. We show that through a simple modification of our approach for solving RST, the proposed method can also deal with missing data. In particular, we show that under mild and easily interpretable assumptions, the proposed method is fast, sample efficient, and provably correct. Furthermore, while most Matrix Completion methods require that the set of observed entries follow uniform random sampling scheme (i.e., each entry is observed independently of all others with a fixed probability), our algorithm can tolerate deterministic patterns. The tradeoff is that our method requires a larger number of observed entries ${ }^{1}$. The STMiss guarantee has been published in ISIT 2019 [5] and the Robust STMiss problem has been published in ICASSP 2019 [3]. The complete result has been published in IEEE Transactions on Signal Processing [4].

Federated Over-Air Subspace Learning. In Chapters 2 through 4, we implicitly assume that all the data is available at a central node. However, in most practical settings, it is more natural to consider a decentralized setting such that the data is collected in a distributed fashion. Owing to the enormous quantity of acquired data sharing the raw data to a central server is communicationinefficient, but also raises privacy concerns. To alleviate this, in Chapter 5 we analyze the previously discussed RST problem, but in a federated, over-air setting. Federated Learning [19] refers to a paradigm wherein the data is distributed across $K$ peer nodes and the nodes can only share summary statistics of their raw data with the central server. For the communication protocol, we consider the newly developed wireless over-air transmission modality that allows for synchronous transmission by the peer nodes as it is $K$ times time- and bandwidth- efficient. However, the central server only receives a sum (superposition) of the individual transmissions and the received sum is corrupted by additive channel noise. We develop an algorithm called Federated Over-Air Robust $\underline{\text { Subspace Tracking with Missing data (Fed-OA-STMiss) to solve RST while obeying the }}$ constraints of federated, over-air communication. In particular, we show that under standard

[^0]RST assumptions and i.i.d. Gaussian iteration noise, with high probability, Fed-OA-RSTMiss computes an $\varepsilon$-accurate subspace estimate (an $r$ dimensional subspace in $n$ dimensions) using just $\mathcal{O}(r \log n \log (1 / \varepsilon))$ samples. As in the previous sections, we also show that the running time if equal to (upto constant factors) that of performing a rank- $r$ vanilla SVD on the data matrix. A preliminary version of this work is under review in IEEE Transactions on Signal Processing [11]. We are currently extending this work to also provide a guarantee for differentially private RST in a distributed setting.

Note: Throughout this work, we have tried our best to keep the notation consistent, but each chapter of this work is to be treated independently.
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#### Abstract

Dynamic robust PCA refers to the dynamic (time-varying) extension of robust PCA (RPCA). It assumes that the true (uncorrupted) data lies in a low-dimensional subspace that can change with time, albeit slowly. The goal is to track this changing subspace over time in the presence of sparse outliers. We develop and study a novel algorithm, that we call simple-ReProCS, based on the recently introduced Recursive Projected Compressive Sensing (ReProCS) framework. Our work provides the first guarantee for dynamic RPCA that holds under weakened versions of standard RPCA assumptions, slow subspace change and a lower bound assumption on most outlier magnitudes. Our result is significant because (i) it removes the strong assumptions needed by the two previous complete guarantees for ReProCS-based algorithms; (ii) it shows that it is possible to achieve significantly improved outlier tolerance, compared with all existing RPCA or dynamic RPCA solutions by exploiting the above two simple extra assumptions; and (iii) it proves that simple-ReProCS is online (after initialization), fast, and, has near-optimal memory complexity.


### 2.1 Introduction

Principal Components Analysis (PCA) is a widely used dimension reduction technique in a variety of scientific applications. Given a set of data vectors, PCA tries to finds a smaller dimensional subspace that best approximates a given dataset. According to its modern definition [5], robust PCA (RPCA) is the problem of decomposing a given data matrix into the sum of a low-rank matrix
(true data) and a sparse matrix (outliers). The column space of the low-rank matrix then gives the desired principal subspace (PCA solution). In recent years, the RPCA problem has been extensively studied, e.g., $[5,6,14,22,20,34,33]$. A common application of RPCA is in video analytics in separating video into a slow-changing background image sequence (modeled as a low-rank matrix) and a foreground image sequence consisting of moving objects or people (sparse) [5]. Dynamic RPCA refers to the dynamic (time-varying) extension of RPCA [22, 11, 34]. It assumes that the true (uncorrupted) data lies in a low-dimensional subspace that can change with time, albeit slowly. This is a more appropriate model for long data sequences, e.g., surveillance videos. The goal is to track this changing subspace over time in the presence of sparse outliers. Hence this problem can also be referred to as robust subspace tracking.

### 2.1.1 Notation and Problem Setting

Notation. We use bold lower case letters to denote vectors, bold upper case letters to denote matrices, and calligraphic letters to denote sets or events. We use the interval notation $[a, b]$ to mean all of the integers between $a$ and $b$, inclusive, and $[a, b):=[a, b-1]$. We will often use $\mathcal{J}$ to denote a time interval and $\mathcal{J}^{\alpha}$ to denote a time interval of length $\alpha$. We use $\mathbb{1}_{S}$ to denote the indicator function for statement $S$, i.e. $\mathbb{1}_{S}=1$ if $S$ holds and $\mathbb{1}_{S}=0$ otherwise. We use $\|\cdot\|$ without a subscript to denote the $l_{2}$ norm of a vector or the induced $l_{2}$ norm of a matrix. For other $l_{p}$ norms, we use $\|\cdot\|_{p}$. For a set $\mathcal{T}$, we use $\boldsymbol{I}_{\mathcal{T}}$ to refer to an $n \times|\mathcal{T}|$ matrix of columns of the identity matrix indexed by entries in $\mathcal{T}$. For a matrix $\boldsymbol{A}, \boldsymbol{A}^{\prime}$ denotes its transpose and $\boldsymbol{A}_{\mathcal{T}}:=\boldsymbol{A} \boldsymbol{I}_{\mathcal{T}}$ is the sub-matrix of $\boldsymbol{A}$ that contains the columns of $\boldsymbol{A}$ indexed by entries in $\mathcal{T}$. Also, we use $\boldsymbol{A}^{i}$ to denote its $i$-th row. We use $\lambda_{\min }().\left(\sigma_{\min }().\right)$ to denote the minimum eigen (singular) value of a matrix. Similarly for $\lambda_{\max }($.$) and \sigma_{\max }($.$) . We use \delta_{s}(\boldsymbol{A})$ to denote the $s$-restricted isometry constant (RIC) [4] of $\boldsymbol{A}$.

A matrix with mutually orthonormal columns is referred to as a basis matrix and is used to represent the subspace spanned by its columns. For basis matrices $\hat{\boldsymbol{P}}, \boldsymbol{P}$, we use

$$
\mathrm{SE}(\hat{\boldsymbol{P}}, \boldsymbol{P}):=\left\|\left(\boldsymbol{I}-\hat{\boldsymbol{P}} \hat{\boldsymbol{P}}^{\prime}\right) \boldsymbol{P}\right\|
$$

to quantify the subspace error ( $S E$ ) between their respective column spans. This measures the sine of the maximum principal angle between the subspaces. When $\hat{\boldsymbol{P}}$ and $\boldsymbol{P}$ are of the same size, then $\operatorname{SE}($.$) is symmetric, i.e., \operatorname{SE}(\hat{\boldsymbol{P}}, \boldsymbol{P})=\operatorname{SE}(\boldsymbol{P}, \hat{\boldsymbol{P}})$. We use $\boldsymbol{P}_{\perp}$ to denote a basis matrix for the orthogonal complement of $\operatorname{span}(\boldsymbol{P})$.

For a matrix $\boldsymbol{M}$, we use basis $(\boldsymbol{M})$ to denote a basis matrix whose columns span the same subspace as the columns of $\boldsymbol{M}$.

The letters $c$ and $C$ denote different numerical constants in each use; $c$ is used for constants less than one and $C$ for those equal to or greater than one.

Dynamic RPCA or Robust Subspace Tracking Problem Statement. At each time $t$, we observe $\boldsymbol{y}_{t} \in \mathbb{R}^{n}$ that satisfies

$$
\begin{equation*}
\boldsymbol{y}_{t}:=\boldsymbol{\ell}_{t}+\boldsymbol{x}_{t}+\boldsymbol{v}_{t}, \text { for } t=1,2, \ldots, d \tag{2.1}
\end{equation*}
$$

where $\boldsymbol{x}_{t}$ is the sparse outlier vector, $\boldsymbol{\ell}_{t}$ is the true data vector that lies in a fixed or slowly changing low-dimensional subspace of $\mathbb{R}^{n}$, and $\boldsymbol{v}_{t}$ is small unstructured noise or modeling error. To be precise, $\boldsymbol{\ell}_{t}=\boldsymbol{P}_{(t)} \boldsymbol{a}_{t}$ where $\boldsymbol{P}_{(t)}$ is an $n \times r$ basis matrix with $r \ll n$ and with $\left\|\left(\boldsymbol{I}-\boldsymbol{P}_{(t-1)} \boldsymbol{P}_{(t-1)}{ }^{\prime}\right) \boldsymbol{P}_{(t)}\right\|$ small compared to $\left\|\boldsymbol{P}_{(t)}\right\|=1$ (slow subspace change). We use $\mathcal{T}_{t}$ to denote the support set of $\boldsymbol{x}_{t}$ and we let $s:=\max _{t}\left|\mathcal{T}_{t}\right|$. Given an initial subspace estimate, $\hat{\boldsymbol{P}}_{0}$, the goal is to track $\operatorname{span}\left(\boldsymbol{P}_{(t)}\right)$ within a short delay of each subspace change. The initial estimate can be obtained by applying any static (batch) RPCA technique, e.g., PCP [5] or AltProj [20], to the first $t_{\text {train }}$ data frames, $\boldsymbol{Y}_{\left[1, t_{\text {train }}\right]}$. A by-product of our solution approach is that the true data vectors $\boldsymbol{\ell}_{t}$, the sparse outliers $\boldsymbol{x}_{t}$, and their support sets $\mathcal{T}_{t}$ can also be tracked on-the-fly. In many practical applications, in fact, $\boldsymbol{x}_{t}$ or $\mathcal{T}_{t}$ is often the quantity of interest.

We also assume that (i) $\left|\mathcal{T}_{t}\right| / n$ is upper bounded, (ii) $\mathcal{T}_{t}$ changes enough over time so that any one index is not part of the outlier support for too long, (iii) the columns of $\boldsymbol{P}_{(t)}$ are dense (nonsparse), and (iv) the subspace coefficients $\boldsymbol{a}_{t}$ are element-wise bounded, mutually independent, zero mean, have identical and diagonal covariance matrices, and are independent of the outlier supports $\mathcal{T}_{t}$. We quantify everything in Sec. 2.2.

Subspace Change Assumption. To ensure that the number of unknowns is not too many (see the discussion in Sec. 2.1.3), we will further assume that the subspace $\operatorname{span}\left(\boldsymbol{P}_{(t)}\right)$ is piecewise constant with time, i.e.,

$$
\begin{equation*}
\boldsymbol{P}_{(t)}=\boldsymbol{P}_{\left(t_{j}\right)} \text { for all } t \in\left[t_{j}, t_{j+1}\right), j=0,1, \ldots, J \tag{2.2}
\end{equation*}
$$

with $t_{0}=1$ and $t_{J+1}=d$. Let $\boldsymbol{P}_{j}:=\boldsymbol{P}_{\left(t_{j}\right)}$. At each change time, $t_{j}$, the change is "slow". This means two things:

1. First, at each $t_{j}$, only one direction can change with the rest of the subspace remaining fixed, i.e.,

$$
\begin{equation*}
\mathrm{SE}\left(\boldsymbol{P}_{j-1}, \boldsymbol{P}_{j}\right)=\mathrm{SE}\left(\boldsymbol{P}_{j-1, \mathrm{ch}}, \boldsymbol{P}_{j, \mathrm{rot}}\right) \tag{2.3}
\end{equation*}
$$

where $\boldsymbol{P}_{j-1, \text { ch }}$ is $a$ direction from $\operatorname{span}\left(\boldsymbol{P}_{j-1}\right)$ that "changes" at $t_{j}$ and $\boldsymbol{P}_{j, \text { rot }}$ is its "rotated" version. Thus span $\left(\boldsymbol{P}_{j-1}\right)=\operatorname{span}\left(\left[\boldsymbol{P}_{j-1, \mathrm{fix}}, \boldsymbol{P}_{j-1, \mathrm{ch}}\right]\right)$ and $\operatorname{span}\left(\boldsymbol{P}_{j}\right)=\operatorname{span}\left(\left[\boldsymbol{P}_{j-1, \mathrm{fix}}, \boldsymbol{P}_{j, \mathrm{rot}}\right]\right)$ where $\boldsymbol{P}_{j-1, \text { fix }}$ is an $n \times(r-1)$ matrix that denotes the part of the subspace that remains "fixed" at $t_{j}$.

Of course at different $t_{j}$ 's, the changing directions could be different.
2. Second, the angle of change is small, i.e., for a $\Delta \ll 1$,

$$
\begin{equation*}
\mathrm{SE}\left(\boldsymbol{P}_{j-1}, \boldsymbol{P}_{j}\right)=\mathrm{SE}\left(\boldsymbol{P}_{j-1, \mathrm{ch}}, \boldsymbol{P}_{j, \mathrm{rot}}\right) \leq \Delta . \tag{2.4}
\end{equation*}
$$

Equivalent generative model. With the above model,

$$
\boldsymbol{P}_{j, \text { new }}:=\frac{\left(\boldsymbol{I}-\boldsymbol{P}_{j-1, \mathrm{ch}} \boldsymbol{P}_{j-1, \mathrm{ch}}{ }^{\prime}\right) \boldsymbol{P}_{j, \mathrm{rot}}}{\operatorname{SE}\left(\boldsymbol{P}_{j-1, \mathrm{ch}}, \boldsymbol{P}_{j, \mathrm{rot}}\right)}
$$

is the newly added direction at $t_{j}, \theta_{j}:=\cos ^{-1}\left|\boldsymbol{P}_{j-1, \mathrm{ch}}{ }^{\prime} \boldsymbol{P}_{j, \text { rot }}\right|$ is the angle by which $\boldsymbol{P}_{j-1, \mathrm{ch}}$ gets rotated out-of-plane (towards $\boldsymbol{P}_{j, \text { new }}$ which lies in $\operatorname{span}\left(\boldsymbol{P}_{j-1}\right)^{\perp}$ ) to get $\boldsymbol{P}_{j, \text { rot }}$. Without loss of generality, assume $0 \leq \theta_{j} \leq \pi / 2$. Thus,

- $\left|\sin \theta_{j}\right|=\sin \theta_{j}=\operatorname{SE}\left(\boldsymbol{P}_{j-1, \mathrm{ch}}, \boldsymbol{P}_{j, \text { rot }}\right)=\operatorname{SE}\left(\boldsymbol{P}_{j-1}, \boldsymbol{P}_{j}\right) \leq \Delta$, and
- $\boldsymbol{P}_{j, \text { del }}:=\boldsymbol{P}_{j-1, \text { ch }} \sin \theta_{j}-\boldsymbol{P}_{j, \text { new }} \cos \theta_{j}$ is the direction that got deleted at $t_{j}$.

We have the following equivalent generative model for getting $\boldsymbol{P}_{j}$ from $\boldsymbol{P}_{j-1}$ : let $\boldsymbol{U}_{j}$ be an $r \times r$ rotation matrix,

$$
\begin{align*}
& \boldsymbol{P}_{j}=[\underbrace{\left(\boldsymbol{P}_{j-1} \boldsymbol{U}_{j}\right)_{[1, r-1]}}_{\boldsymbol{P}_{j-1, \mathrm{fix}}}, \boldsymbol{P}_{j, \text { rot }}] \text {, where } \\
& \boldsymbol{P}_{j, \text { rot }}:=\underbrace{\left(\boldsymbol{P}_{j-1} \boldsymbol{U}_{j}\right)_{r}}_{\boldsymbol{P}_{j-1, \mathrm{ch}}} \cos \theta_{j}+\boldsymbol{P}_{j, \text { new }} \sin \theta_{j} \tag{2.5}
\end{align*}
$$

For a simple example of this in 3D $(n=3)$, see Fig. 2.1.
To make our notation easy to remember, we try to explain its meaning better. Consider the change at $t_{j}$. The direction from $\operatorname{span}\left(\boldsymbol{P}_{j-1}\right)$ that changes is denoted by $\boldsymbol{P}_{j-1, \mathrm{ch}}$. This changes by getting rotated (out-of-plane) by a small angle $\theta_{j}$ towards a new out-of-plane direction $\boldsymbol{P}_{j, \text { new }}$ to get the changed/rotated direction $\boldsymbol{P}_{j, \text { rot }}$. Here "plane" refers to the hyperplane $\operatorname{span}\left(\boldsymbol{P}_{j-1}\right)$. The basis for the $r-1$-dimensional subspace of $\operatorname{span}\left(\boldsymbol{P}_{j-1}\right)$ that does not change at $t_{j}$ is $\boldsymbol{P}_{j-1, \mathrm{fix}}$. So $\boldsymbol{P}_{j}=\left[\boldsymbol{P}_{j-1, \mathrm{fix}}, \boldsymbol{P}_{j, \text { rot }}\right]$.

The span of left singular vectors of $\boldsymbol{L}$ is contained in, or equal to, $\operatorname{span}\left(\left[\boldsymbol{P}_{0}, \boldsymbol{P}_{1, \text { new }}, \boldsymbol{P}_{2, \text { new }}, \ldots, \boldsymbol{P}_{J, \text { new }}\right]\right) . \quad$ Equality holds if $\quad \boldsymbol{P}_{j, \text { new }} \quad$ is orthogonal to $\operatorname{span}\left(\left[\boldsymbol{P}_{0}, \boldsymbol{P}_{1, \text { new }}, \ldots, \boldsymbol{P}_{j-1, \text { new }}\right]\right)$ for each $j$.

In this work we have assumed the simplest possible model on subspace change where, at a change time, only one direction can change. Observe though that, at different change times, the changing direction could be different and hence, over a long period of time, the entire subspace could change. This simple model can be generalized to $r_{\mathrm{ch}}>1$ directions changing; see the last appendix in the ArXiv posting of this work. It is also possible to study the most general case where $r_{\mathrm{ch}}=r$ and hence no model is assumed for subspace change (only a bound on the maximum principal angle of the change). This requires significant changes to both the algorithm and the guarantee; it is studied in follow-up work [17].

Relation to original RPCA. To connect with the original RPCA problem [5, 14, 20], define the $n \times d$ data matrix $\boldsymbol{Y}:=\left[\boldsymbol{y}_{1}, \boldsymbol{y}_{2}, \ldots \boldsymbol{y}_{d}\right]:=\boldsymbol{L}+\boldsymbol{X}+\boldsymbol{V}$ where $\boldsymbol{L}, \boldsymbol{X}, \boldsymbol{V}$ are simi-


Figure 2.1: Subspace change example in 3D with $r=2$.
larly defined. Let $r_{L}$ denote the rank of $\boldsymbol{L}$ and use max-outlier-frac-col and max-outlier-frac-row to denote the maximum fraction of outliers per column and per row of $\boldsymbol{Y}$. RPCA results bound $\max ($ max-outlier-frac-row, max-outlier-frac-col). For dynamic RPCA, we will define max-outlier-frac-row slightly differently. It will be the maximum fraction per row of any $n \times \alpha$ sub-matrix of $\boldsymbol{Y}$ with $\alpha$ consecutive columns. Here $\alpha$ denotes the number of frames used in each subspace update. We will denote this by max-outlier-frac-row ${ }^{\alpha}$ to indicate the difference. Since $\alpha$ is large enough (see (2.9)), the two definitions are only a little different. The dynamic RPCA assumption of a bound on $\max _{t}\left|\mathcal{T}_{t}\right| / n$ is equivalent to bounding max-outlier-frac-col since max-outlier-frac-col $=\max _{t}\left|\mathcal{T}_{t}\right| / n$. The requirement of $\mathcal{T}_{t}$ 's changing enough is equivalent to a bound on max-outlier-frac-row ${ }^{\alpha}$. As we explain later, the denseness assumption on the $\boldsymbol{P}_{(t)}$ 's is similar to the denseness (incoherence) of left singular vectors of $\boldsymbol{L}$ assumed by all standard RPCA solutions, while the assumptions on $\boldsymbol{a}_{t}$ 's replace the right singular vectors' incoherence assumption of standard RPCA.

### 2.1.2 Related Work and our Contributions

Related Work. We briefly mention all related work here, but provide a detailed discussion later in Sec. 2.3. There is very little work on other solutions for provably correct dynamic RPCA. This includes our early work on a partial guarantee (guarantee required assumptions on intermedi-
ate algorithm estimates) [22] and later complete correctness results [16, 34] for more complicated ReProCS-based algorithms. We refer to all of these as "original-ReProCS". It also includes older work on modified-PCP, which is a batch solution for RPCA with partial subspace knowledge, and which can be shown to also provably solve dynamic RPCA in a piecewise batch fashion [35]. The original-ReProCS guarantees require strong assumptions on how the outlier support changes (need a very specific model inspired by a video moving object); their subspace change assumptions are unrealistic; and their subspace tracking delay (equal to the required delay between subspace change times) is very large. On the other hand, the Modified-PCP guarantee [35] requires the outlier support to be uniformly randomly generated (strong assumption; for video, it means that the moving objects need to be single pixel wide and should be jumping around randomly from frame to frame); requires a different stronger assumption on subspace change; and cannot detect subspace change automatically. Other than the above, there is some work on online algorithms for RPCA. The only work that comes with some guarantee, although it is a partial guarantee, is an online stochastic optimization based solver for the PCP convex program (ORPCA) [10]. Its guarantee assumed that the basis matrix for the subspace estimate at each $t$ was full rank. To our best knowledge, there is no follow-up work on a complete correctness result for it. There is also much work on empirical online solutions for RPCA, e.g., [12], and older work, e.g., [15, 23]. From a practical standpoint, any online algorithm will implicitly also provide a tracking solution. However, as shown in Sec. 2.6 , the solution is not as good as that of ReProCS which explicitly exploits slow subspace change.

The standard RPCA problem has been extensively studied [5, 6, 14, 20, 33, 7]. We discuss these works in detail in Sec. 2.3. A summary is provided in Table 2.1. Briefly, these either need outlier fractions in each row and each column of the observed data matrix to be $O\left(1 / r_{L}\right)$ (AltProj [20], GD [33], NO-RMC [7], PCP result of [6, 14], denoted $\mathrm{PCP}(\mathrm{H})$ ) or need the outlier support to be uniformly randomly generated (PCP result of [5], denoted PCP(C)). Moreover, all these are batch solutions with large memory complexity $O(n d)$.

Contributions. We develop a simple algorithm, termed simple-ReProCS or s-ReProCS, for provably solving the robust subspace tracking or dynamic RPCA problem described earlier. We

Table 2.1: Comparing s-ReProCS with other RPCA solutions with complete guarantees. For simplicity, we ignore all dependence on condition numbers. In this table $r_{L}$ is the rank of the entire matrix $\boldsymbol{L}$, while $r$ is the maximum rank of any sub-matrices of consecutive columns of $\boldsymbol{L}$ of the form $\boldsymbol{L}_{\left[t_{j}, t_{j+1}\right)}$ and thus $r \leq r_{L}$. We show the unrealistic assumptions in red.

| Algorithm | Outlier tolerance | Assumptions | Memory, Time, | \# params. |
| :---: | :---: | :---: | :---: | :---: |
| $\operatorname{PCP}(\mathrm{C})[5]$ <br> (offline) | max-outlier-frac-row $\in \mathcal{O}(1)$ <br> max-outlier-frac-col $\in \mathcal{O}(1)$ | outlier support: uniform random $r_{L} \leq c \min (n, d) / \log ^{2} n$ | $\begin{aligned} & \text { Memory: } \mathcal{O}(n d) \\ & \text { Time: } \mathcal{O}\left(n d^{2} \frac{1}{\epsilon}\right) \end{aligned}$ | zero |
| $\begin{aligned} & \text { PCP (H) [14] } \\ & \text { (offline) } \end{aligned}$ | max-outlier-frac-row $\in \mathcal{O}\left(1 / r_{L}\right)$ <br> max-outlier-frac-col $\in \mathcal{O}\left(1 / r_{L}\right)$ |  | $\begin{aligned} & \text { Memory: } \mathcal{O}(n d) \\ & \text { Time: } \mathcal{O}\left(n d^{2} \frac{1}{\epsilon}\right) \end{aligned}$ | 2 |
| AltProj [20], (offline) | $\begin{aligned} & \text { max-outlier-frac-row }=O\left(1 / r_{L}\right) \\ & \text { max-outlier-frac-col } \in O\left(1 / r_{L}\right) \end{aligned}$ |  | Memory: $\mathcal{O}(n d)$ <br> Time: $\mathcal{O}\left(n d r_{L}^{2} \log \frac{1}{\epsilon}\right)$ | 2 |
| $\begin{aligned} & \text { RPCA-GD [33] } \\ & \text { (offline) } \end{aligned}$ | max-outlier-frac-row $\in \mathcal{O}\left(1 / r_{L}^{1.5}\right)$ <br> max-outlier-frac-col $\in \mathcal{O}\left(1 / r_{L}^{1.5}\right)$ |  | Memory: $\mathcal{O}(n d)$ <br> Time: $\mathcal{O}\left(n d r_{L} \log \frac{1}{\epsilon}\right)$ | 5 |
| $\begin{aligned} & \text { NO-RMC [7] } \\ & \text { (offline) } \end{aligned}$ | max-outlier-frac-row $\in O\left(1 / r_{L}\right)$ <br> max-outlier-frac-col $\in \mathcal{O}\left(1 / r_{L}\right)$ | $C n \geq d \geq c n$ | Memory: $\mathcal{O}(n d)$ <br> Time: $\mathcal{O}\left(n r_{L}^{3} \log ^{2} n \log ^{2} \frac{1}{\epsilon}\right)$ | 3 |
| s-ReProCS <br> (online) <br> (this work) | max-outlier-frac-row ${ }^{\alpha} \in \mathcal{O}(\mathbf{1})$ <br> max-outlier-frac-col $\in \mathcal{O}(1 / r)$ | most outlier magnitudes lower bounded slow subspace change <br> first $C r$ samples: AltProj assumptions | Memory: $\mathcal{O}(n r \log n)$ <br> Time: $\mathcal{O}\left(n d r \log \frac{1}{\epsilon}\right)$ <br> Detect delay: $2 \alpha=C r \log n$ <br> Tracking Delay: $K \alpha=C r \log n \log (1 / \epsilon)$ | 4 |

also develop its offline extension that can be directly compared with the standard RPCA results. Simple-ReProCS is based on the ReProCS framework [22]. Our main contribution is the first correctness guarantee for dynamic RPCA that holds under weakened versions of standard RPCA assumptions, slow subspace change, and a lower bound on most outlier magnitudes (this lower bound is proportional to the rate of subspace change). We say "weakened" because our guarantee implies that, after initialization, s-ReProCS can tolerate an order-wise larger fraction of outliers per row than all existing approaches, without requiring the outlier support to be uniformly randomly generated or without needing any other model on support change. It allows max-outlier-frac-row ${ }^{\alpha} \in$ $O(1)$ (instead of $\left.O\left(1 / r_{L}\right)\right)$. For the video application, this implies that it tolerates slow moving and occasionally static foreground objects much better than other approaches. This fact is also backed up by comparisons on real videos, see Sec. 2.6 and also see [25].

A second key contribution is the algorithm itself. Unlike original-ReProCS [16, 34], s-ReProCS ensures that the estimated subspace dimension is bounded by $(r+1)$ at all times without needing the complicated cluster-EVD step. More importantly, s-ReProCS is provably fast and memory-efficient:
its time complexity is comparable to that of SVD for vanilla PCA, and its memory complexity is near-optimal and equal to $O(n r \log n \log (1 / \tilde{\varepsilon}))$ where $\tilde{\varepsilon}$ is the desired subspace recovery accuracy. This is near-optimal because $n r$ is the memory needed to output an $r$-dimensional subspace estimate in $\mathbb{R}^{n}$, and the complexity is within log factors of the optimal. To our best knowledge, s-ReProCS is the first provably correct RPCA or dynamic RPCA solution that is as fast as the best RPCA solution in terms of computational complexity without requiring the data matrix to be nearly square and has near-optimal memory complexity. We provide a tabular comparison of guarantees of offline s-ReProCS with other provable RPCA solutions in Table 2.1. We compare s-ReProCS with other online or tracking solutions for RPCA or dynamic RPCA in Table 2.2 (original-ReProCS, modifiedPCP, follow-up work on RePrOCS-NORST [19, 17], ORPCA and GRASTA).

We give a significantly shorter and simpler proof than that for the earlier guarantees for ReProCS-based methods. We do this by first separately proving a result for the problem of "correlated-PCA" or "PCA in data-dependent noise" [26, 27] with partial subspace knowledge. This result given in Theorem 2.7 of Sec. 2.5.1 may also be of independent interest.

### 2.1.3 The need for a piecewise constant model on subspace change

We explain why the piecewise-constant subspace change model is needed. Even if the observed data were perfect (no noise/outlier/missing-data, i.e., we observed $\boldsymbol{\ell}_{t}$, and all measurements were linearly independent) and the previous subspace were exactly known, in order to obtain a correct $r$-dimensional estimate ${ }^{1}$ for each $\boldsymbol{P}_{(t)}$, one would need at least $r$ samples. Of course, to just find the newly added direction $\boldsymbol{P}_{j, \text { new }}$ and use an $(r+1)$-dimensional estimate, one sample would suffice in this ideal setting (doing this will be especially problematic if the subspace changes at each time because it will mean the estimated subspace dimension will keep growing as $r+t$ at time $t$ ). Our actual setting is not this ideal one: we know the previous subspace only up to $\epsilon$ error and we observe $\boldsymbol{y}_{t}$ which is a noisy and outlier-corrupted version of $\boldsymbol{\ell}_{t}$. This is why, in our setting, more than one data samples are needed even to accurately estimate the newly added direction. Since we get only

[^1]one observed data vector $\boldsymbol{y}_{t}$ at each time, the only way to have enough data samples for estimating each subspace is to assume that $\boldsymbol{P}_{(t)}$ is piecewise constant with time, i.e., it satisfies (2.2). In fact, our required lower bound on $t_{j+1}-t_{j}$ is only a little more than $r$ (see Theorem 2.2), thus making our model a good approximation to slow continuous subspace change.

Furthermore, the following point should be mentioned. In the entire literature on subspace tracking (both with and without outliers, and with and without even missing data), there is no model for subspace change for which there are any provable guarantees. There is no work on provable subspace tracking with outliers (robust subspace tracking) except our own previous work which also used the piecewise constant subspace change model. The subspace tracking (ST) problem (without outliers), and with or without missing data, has been extensively studied [31, 32, 1, 2, 8, 3]; however, all existing guarantees are asymptotic results for the statistically stationary setting of data being generated from a single unknown subspace. Moreover, most of these also make assumptions on intermediate algorithm estimates. For a longer discussion of this, please see [28].

### 2.1.4 Chapter Organization

The proposed algorithm, simple-ReProCS, and its performance guarantees, Theorem 2.2, are given in Sec. 2.2. We discuss the related work in detail in Sec. 2.3 and explain how our guarantee compares with other provable results on RPCA or dynamic RPCA from the literature. Sec. 2.4 provides the main ideas that lead to the proof of Theorem 2.2. We prove Theorem 2.2 under the assumption that the subspace change times are known in Sec. 2.5. This proof helps illustrate all the ideas of the actual proof but with minimal notation. The general proof of Theorem 2.2 is given in Appendix 2.9. Theorem 2.2 relies on a guarantee for PCA in data-dependent noise $[26,27]$ when partial subspace knowledge is available. This result is proved in Appendix 2.10. We provide detailed empirical evaluation evaluation of simple-ReProCS in Sec. 2.6. We conclude and discuss future directions in Sec. 2.7.

Table 2.2: Comparing s-ReProCS with online or tracking approaches for RPCA. We show the unrealistic assumptions in red. Here, $f$ denotes the condition number of $\boldsymbol{\Lambda}, r$ is the maximum dimension of the subspace at any time, and $r_{L}$ refers to the rank of matrix $\boldsymbol{L}$. Thus $r \leq r_{L}$. Here, s-ReProCS-no-delete refers to Algorithm 4 without the subpace deletion step.

| Algorithm | Outlier tolerance | Assumptions | Memory, Time |
| :---: | :---: | :---: | :---: |
| orig-ReProCS $[34,16]$ (online) | $\begin{aligned} & \text { max-outlier-frac-row }{ }^{\alpha} \in \mathcal{O}\left(1 / f^{2}\right) \\ & \text { max-outlier-frac-col } \in O\left(1 / r_{L}\right) \end{aligned}$ | outlier support: moving object model, unrealistic subspace change model, changed eigenvalues small for some time, outlier mag. lower bounded, $x_{\min } \geq 14\left[c \gamma_{\text {new }}+\sqrt{\tilde{\varepsilon}}(\sqrt{r}+\sqrt{c})\right]$ <br> where, $\gamma_{\text {new }}$ quantifies slow subspace change init data: AltProj assumptions, $d \geq C r^{2} / \epsilon^{2}$ | Memory: $O\left(n r^{2} / \epsilon^{2}\right)$ <br> Time: $\mathcal{O}\left(n d r \log \frac{1}{\epsilon}\right)$ <br> Detect Delay: $2 \alpha=\frac{C r^{2} \log n}{\epsilon^{2}}$ <br> Tracking Delay: $K \alpha=\frac{\epsilon_{r^{2}}^{2} \log n \log (1 / \epsilon)}{\epsilon^{2}}$ |
| Modified-PCP [35] (piecewise batch) | max-outlier-frac-row ${ }^{\alpha} \in \mathcal{O}(1)$ max-outlier-frac-col $\in \mathcal{O}(1)$ | outlier support: uniform random unrealistic subspace change model $r_{L} \leq c \min (n, d) / \log ^{2} n$ | Memory: $\mathcal{O}\left(n r \log ^{2} n\right)$ <br> Time: $\mathcal{O}\left(\frac{n d r \log ^{2} n}{\epsilon}\right)$ <br> Detect delay: $\infty$ |
| ORPCA [10] | Has a partial guarantee - assumes algorithm estimates at each time $t$ are full rank |  |  |
| GRASTA [12] | Has no theoretical guarantees |  |  |
| s-ReProCS <br> (online) <br> (this work) | max-outlier-frac-row ${ }^{\alpha} \in \mathcal{O}\left(\mathbf{1} / \boldsymbol{f}^{\mathbf{2}}\right)$ <br> max-outlier-frac-col $\in \mathcal{O}(1 / r)$ | most outlier magnitudes lower bounded $x_{\min } \geq 15 C\left(2 \tilde{\varepsilon} \sqrt{r \lambda^{+}}+\Delta \sqrt{\lambda_{\mathrm{ch}}}\right)$ <br> slow subspace change <br> first $C r$ samples: AltProj assumptions | Memory: $\mathcal{O}(n r \log n)$ <br> Time: $\mathcal{O}\left(n d r \log \frac{1}{\epsilon}\right)$ <br> Detect delay: $2 \alpha=C r \log n$ <br> Tracking Delay: $K \alpha=C r \log n \log (1 / \epsilon)$ |
| s-ReProCS-no-delete <br> (online) <br> (this work) | max-outlier-frac-row ${ }^{\alpha} \in \mathcal{O}(1)$ <br> max-outlier-frac-col $\in \mathcal{O}\left(1 / r_{L}\right)$ | most outlier magnitudes lower bounded $x_{\min } \geq 15 C\left(2 \tilde{\varepsilon} \sqrt{r \lambda^{+}}+\Delta \sqrt{\lambda_{\mathrm{ch}}}\right)$ <br> slow subspace change <br> first $C r$ samples: AltProj assumptions | Memory: $\mathcal{O}(n r \log n)$ <br> Time: $\mathcal{O}\left(n d r \log \frac{1}{\epsilon}\right)$ <br> Detect delay: $2 \alpha=C r \log n$ <br> Tracking Delay: $K \alpha=C r \log n \log (1 / \epsilon)$ |
| ReProCS-NORST <br> [18, 17] (online) <br> (follow-up <br> to this work) | $\begin{aligned} & \text { max-outlier-frac-row }=\mathcal{O}\left(1 / f^{2}\right) \\ & \text { max-outlier-frac-col }=\mathcal{O}(1 / r) \end{aligned}$ | outlier mag. lower bounded $x_{\min } \geq C_{1} \sqrt{r \lambda^{+}}(\Delta+2 \tilde{\varepsilon})$ <br> slow subspace change or fixed subspace first $C r$ samples: AltProj assumptions | Memory: $\mathcal{O}\left(n r \log n \log \frac{1}{\epsilon}\right)$ <br> Time: $\mathcal{O}\left(n d r \log \frac{1}{\epsilon}\right)$ <br> Detect delay: $C r \log n$ <br> Tracking Delay: $C r \log n \log (1 / \epsilon)$ |

### 2.2 The simple-ReProCS Algorithm and its Guarantee

### 2.2.1 Simple-ReProCS (s-ReProCS)

S-ReProCS proceeds as follows. The initial subspace is assumed to be accurately known (obtained using AltProj or PCP). At time $t$, if the previous subspace estimate, $\hat{\boldsymbol{P}}_{(t-1)}$, is accurate enough, because of slow subspace change, projecting $\boldsymbol{y}_{t}=\boldsymbol{x}_{t}+\boldsymbol{\ell}_{t}+\boldsymbol{v}_{t}$ onto its orthogonal complement will nullify most of $\boldsymbol{\ell}_{t}$. Moreover, $\left\|\boldsymbol{v}_{t}\right\|$ is small (by assumption). We compute $\tilde{\boldsymbol{y}}_{t}:=\boldsymbol{\Psi} \boldsymbol{y}_{t}$ where $\boldsymbol{\Psi}:=\boldsymbol{I}-\hat{\boldsymbol{P}}_{(t-1)} \hat{\boldsymbol{P}}_{(t-1)}{ }^{\prime}$. Thus, $\tilde{\boldsymbol{y}}_{t}=\boldsymbol{\Psi} \boldsymbol{x}_{t}+\boldsymbol{b}_{t}$ where $\boldsymbol{b}_{t}:=\boldsymbol{\Psi}\left(\boldsymbol{\ell}_{t}+\boldsymbol{v}_{t}\right)$ and $\left\|\boldsymbol{b}_{t}\right\|$ is small. Recovering $\boldsymbol{x}_{t}$ from $\tilde{\boldsymbol{y}}_{t}$ is thus a traditional compressive sensing (CS) / sparse recovery problem
in small noise [4]. This is solvable because incoherence (denseness) of $\boldsymbol{P}_{(t)}$ 's and slow subspace change implies [22] that $\boldsymbol{\Psi}$ satisfies the restricted isometry property [4]. We compute $\hat{\boldsymbol{x}}_{t, c s}$ using $l_{1}$ minimization followed by thresholding based support estimation to get $\hat{\mathcal{T}}_{t}$. A Least Squares (LS) based debiasing step on $\hat{\mathcal{T}}_{t}$ returns the final $\hat{\boldsymbol{x}}_{t}$. We then estimate $\boldsymbol{\ell}_{t}$ as $\hat{\boldsymbol{\ell}}_{t}=\boldsymbol{y}_{t}-\hat{\boldsymbol{x}}_{t}$. We refer to the above step as Projected Compressive Sensing (CS). As explained in [25, 28], this can also be understood as solving a Robust Regression problem ${ }^{2}$.

The $\hat{\ell}_{t}$ 's are used for the Subspace Update step which involves (i) detecting subspace change; (ii) obtaining improved estimates of the changed direction(s) by $K$ steps of projection-SVD [22], each done with a new set of $\alpha$ frames of $\hat{\ell}_{t}$; and (iii) a simple SVD based subspace re-estimation step, done with another new set of $\alpha$ frames. This is done to remove the deleted direction and get an $r$-dimensional estimate of the new subspace. We explain the subspace change detection strategy in Sec. 2.4.2. Suppose the change is detected at $\hat{t}_{j}$. The $k$-th projection-SVD step involves computing $\hat{\boldsymbol{P}}_{j, \text { rot }, k}$ as the top singular vector of $\left(\boldsymbol{I}-\hat{\boldsymbol{P}}_{j-1} \hat{\boldsymbol{P}}_{j-1}\right)\left[\hat{\boldsymbol{\ell}}_{\hat{t}_{j}+(k-1) \alpha}, \hat{\boldsymbol{\ell}}_{\hat{t}_{j}+(k-1) \alpha+1}, \ldots, \hat{\boldsymbol{\ell}}_{\hat{t}_{j}+k \alpha-1}\right]$ and setting $\hat{\boldsymbol{P}}_{(t)}=\hat{\boldsymbol{P}}_{j, k}:=\left[\hat{\boldsymbol{P}}_{j-1}, \hat{\boldsymbol{P}}_{j, \text { rot }, k}\right]$. For ease of understanding, we summarize a basic version of s-ReProCS in Algorithm 1. This assumes that the change times $t_{j}$ are known, i.e., that $\hat{t}_{j}=t_{j}$. The actual algorithm that detects changes automatically is longer and is given as Algorithm 4 in Sec. 2.4.2. We both analyze and implement this one.

The above approach works because, every time the subspace changes, with high probability (whp), the change can be detected within a short delay, and after that, the $K$ projection-SVD steps help get progressively improved estimates of the changed/rotated direction $\boldsymbol{P}_{j, \text { rot }}$. The final simple SVD step re-estimates the entire subspace in order to delete $\boldsymbol{P}_{j, \text { del }}$, from the estimate.

The estimates of the subspace or of $\boldsymbol{\ell}_{t}$ 's are improved in offline mode as follows. At $t=\hat{t}_{j}+K \alpha$, the $K$ projection-SVD steps are complete and hence the subspace estimate at this time is accurate enough whp. At this time, offline s-ReProCS (last line of Algorithm 4) goes back and sets $\hat{\boldsymbol{P}}_{(t)} \leftarrow$

[^2]$\left[\hat{\boldsymbol{P}}_{j-1}, \hat{\boldsymbol{P}}_{j, \text { rot }, K}\right]$ for all $t \in\left[\hat{t}_{j-1}+K \alpha, \hat{t}_{j}+K \alpha\right)$. It also uses this to get improved estimates of $\hat{\boldsymbol{x}}_{t}$ and $\hat{\ell}_{t}$ for all these times $t$.

### 2.2.2 Assumptions and Main Result

Incoherence (denseness) of columns of $\boldsymbol{P}_{j}$ 's. In order to separate the $\boldsymbol{\ell}_{t}$ 's from the sparse outliers $\boldsymbol{x}_{t}$, we need an assumption that ensures that the $\boldsymbol{\ell}_{t}$ 's are themselves not sparse. One way to ensure this is to assume $\mu$-incoherence [5] of the basis matrix for the subspace spanned by the columns of $\boldsymbol{P}_{j-1}$ and $\boldsymbol{P}_{j}$, i.e., assume that

$$
\begin{equation*}
\max _{j=1,2, \ldots, J i=1,2, \ldots, n} \max \left\|\operatorname{basis}\left(\left[\boldsymbol{P}_{j-1}, \boldsymbol{P}_{j}\right]\right)^{i}\right\| \leq \sqrt{\frac{\mu(r+1)}{n}} \tag{2.6}
\end{equation*}
$$

for a $\mu \geq 1$ but not too large (assumed to be a numerical constant henceforth). Because of our subspace change model, the subspace spanned by the columns of $\left[\boldsymbol{P}_{j-1}, \boldsymbol{P}_{j}\right]$ has dimension $r+1$. In fact, $\operatorname{basis}\left(\left[\boldsymbol{P}_{j-1}, \boldsymbol{P}_{j}\right]\right)=\left[\boldsymbol{P}_{j-1}, \boldsymbol{P}_{j, \text { new }}\right]$.

It is easy to see that (2.6), along with the bound on max-outlier-frac-col assumed in Theorem 2.2 given below (max-outlier-frac-col $\leq 0.01 /(2 \mu(r+1))$ ), implies that (2.13) given later holds ${ }^{3}$. Our result actually only needs (2.13), but that is complicated to state and explain. Hence we use the above stronger but well-understood assumption.

Assumption on principal subspace coefficients $\boldsymbol{a}_{t}$. We assume that the $\boldsymbol{a}_{t}$ 's are zero mean, mutually independent, element-wise bounded random variables (r.v.), have identical and diagonal covariance matrix denoted $\boldsymbol{\Lambda}$, and are independent of the outlier supports $\mathcal{T}_{t}$. Here elementwise bounded means that there exists a numerical constant $\eta$, such that

$$
\max _{j=1,2, \ldots r} \max _{t} \frac{\left(\boldsymbol{a}_{t}\right)_{j}^{2}}{\lambda_{j}(\boldsymbol{\Lambda})} \leq \eta
$$

For most bounded distributions, $\eta$ is a little more than one, e.g., if the entries of $\boldsymbol{a}_{t}$ are zero mean uniform, then $\eta=3$. As we explain later the above assumptions of $\boldsymbol{a}_{t}$ replace the right singular vectors' incoherence assumption used by all standard RPCA solutions.

[^3]Outlier fractions bounded. Similar to earlier RPCA works, we also need outlier fractions to be bounded. However, we need different bounds on this fraction per column and per row. The row bound can be much larger ${ }^{4}$. Since the ReProCS subspace update step operates on minibatches of data of size $\alpha$ (i.e. on $n \times \alpha$ sub-matrices of consecutive columns), we need to bound max-outlier-frac-row for each such sub-matrix. We denote this by max-outlier-frac-row ${ }^{\alpha}$.

## Definition 2.1.

1. For a time interval, $\mathcal{J}$, define

$$
\begin{equation*}
\gamma(\mathcal{J}):=\max _{i=1,2, \ldots, n} \frac{1}{|\mathcal{J}|} \sum_{t \in \mathcal{J}} \mathbb{1}_{\{i \in \mathcal{T}\}} \tag{2.7}
\end{equation*}
$$

Thus $\gamma(\mathcal{J})$ is the maximum outlier fraction in any row of the sub-matrix $\boldsymbol{Y}_{\mathcal{J}}$ of $\boldsymbol{Y}$. Let $\mathcal{J}^{\alpha}$ denote a time interval of duration $\alpha$. Define

$$
\begin{equation*}
\text { max-outlier-frac-row }{ }^{\alpha}:=\max _{\mathcal{J}^{\alpha} \subseteq\left[t_{1}, d\right]} \gamma\left(\mathcal{J}^{\alpha}\right) . \tag{2.8}
\end{equation*}
$$

2. Define max-outlier-frac-col $:=\max _{t}\left|\mathcal{T}_{t}\right| / n$.
3. Let $x_{\min }:=\min _{t} \min _{i \in \mathcal{T}_{t}}\left|\left(\boldsymbol{x}_{t}\right)_{i}\right|$ denote the minimum outlier magnitude.
4. Use $\lambda^{-}$and $\lambda^{+}$to denote the minimum and maximum eigenvalues of $\boldsymbol{\Lambda}$ and $f:=\frac{\lambda^{+}}{\lambda^{-}}$its condition number.
5. Split $\boldsymbol{a}_{t}$ as $\boldsymbol{a}_{t}=\left[\begin{array}{c}\boldsymbol{a}_{t, \mathrm{fix}} \\ \boldsymbol{a}_{t, \mathrm{ch}}\end{array}\right]$ where $\boldsymbol{a}_{t, \mathrm{ch}}$ is the scalar coefficient corresponding to the changed direction. Similarly split its diagonal covariance matrix as $\boldsymbol{\Lambda}=\left[\begin{array}{cc}\boldsymbol{\Lambda}_{\mathrm{fix}} & \mathbf{0} \\ \mathbf{0} & \lambda_{\mathrm{ch}}\end{array}\right]$.
6. Let $\tilde{\varepsilon}$ denote the bound on initial subspace error, i.e., let $\operatorname{SE}\left(\hat{\boldsymbol{P}}_{0}, \boldsymbol{P}_{0}\right) \leq \tilde{\varepsilon}$.
7. For numerical constants $C$ that are re-used to denote different numerical values, define

$$
\begin{equation*}
K:=\lceil C \log (\Delta / \tilde{\varepsilon})\rceil, \text { and } \alpha \geq \alpha_{*}:=C f^{2}(r \log n) . \tag{2.9}
\end{equation*}
$$

[^4]Main Result. We can now state our main result. For ease of understanding, we provide a table explaining various symbols, and assumptions required for Theorem 2.2 in Table 2.3.

Theorem 2.2. Consider simple-ReProCS given in Algorithm 4. Assume that $\operatorname{SE}\left(\hat{\boldsymbol{P}}_{0}, \boldsymbol{P}_{0}\right) \leq \tilde{\varepsilon}$ with $\tilde{\varepsilon} f \leq 0.01 \mathrm{SE}\left(\boldsymbol{P}_{j-1}, \boldsymbol{P}_{j}\right)$.

1. (statistical assumptions) assumptions on $\boldsymbol{a}_{t}$ 's hold;
2. (subspace change)
(a) (2.2), (2.3), and (2.4) hold with $t_{j+1}-t_{j}>(K+3) \alpha$ where $K$ and $\alpha$ are defined above in (2.9),
(b) $\Delta$ satisfies $C\left(2 \tilde{\varepsilon} \sqrt{r \lambda^{+}}+\Delta \sqrt{\lambda_{\mathrm{ch}}}\right)<x_{\mathrm{min}} / 15$ with $C=\sqrt{\eta}$;
3. (outlier fractions and left incoherence)
(a) (2.6) holds and max-outlier-frac-col $\leq \rho_{\mathrm{col}}:=\frac{0.01}{2 \mu(r+1)}$,
(b) max-outlier-frac-row ${ }^{\alpha} \leq \rho_{\text {row }}:=\frac{0.01}{f^{2}}$;
4. (noise $\boldsymbol{v}_{t}$ ) $\boldsymbol{v}_{t}$ 's are zero mean, mutually independent, independent of the $\boldsymbol{x}_{t}$ 's and $\boldsymbol{\ell}_{t}$ 's, and satisfy $\left\|\boldsymbol{v}_{t}\right\|^{2} \leq 0.1 \tilde{\varepsilon}^{2} r \lambda^{+}$and $\left\|\mathbb{E}\left[\boldsymbol{v}_{t} \boldsymbol{v}_{t}^{\prime}\right]\right\| \leq 0.1 \tilde{\varepsilon}^{2} \lambda^{+} ;$
5. (algorithm parameters) set $K$ and $\alpha$ as in (2.9), $\xi=x_{\min } / 15, \omega_{\text {supp }}=x_{\min } / 2$, $\omega_{\text {evals }}=$ $5 \tilde{\varepsilon}^{2} f \lambda^{+} ;$
then, with probability at least $1-12 d n^{-12}$, at all times, $t$,
6. $\hat{\mathcal{T}}_{t}=\mathcal{T}_{t}$,
7. $t_{j} \leq \hat{t}_{j} \leq t_{j}+2 \alpha$,
8. $\operatorname{SE}\left(\hat{\boldsymbol{P}}_{(t)}, \boldsymbol{P}_{(t)}\right) \leq$

$$
\begin{cases}2 \tilde{\varepsilon}+\Delta & \text { if } t \in\left[t_{j}, \hat{t}_{j}+\alpha\right) \\ 1.2 \tilde{\varepsilon}+(0.5)^{k-2} 0.06 \Delta & \text { if } t \in\left[\hat{t}_{j}+(k-1) \alpha, \hat{t}_{j}+k \alpha\right) \\ 2 \tilde{\varepsilon} & \text { if } t \in\left[\hat{t}_{j}+K \alpha, \hat{t}_{j}+K \alpha+\alpha\right) \\ \tilde{\varepsilon} & \text { if } t \in\left[\hat{t}_{j}+K \alpha+\alpha, t_{j+1}\right)\end{cases}
$$

4. and $\left\|\hat{\boldsymbol{x}}_{t}-\boldsymbol{x}_{t}\right\|=\left\|\hat{\boldsymbol{\ell}}_{t}-\boldsymbol{\ell}_{t}\right\| \leq C\left(\tilde{\varepsilon} \sqrt{r \lambda^{+}}+\operatorname{SE}\left(\hat{\boldsymbol{P}}_{(t)}, \boldsymbol{P}_{(t)}\right) \sqrt{\lambda_{\mathrm{ch}}}\right.$ with $\mathrm{SE}\left(\hat{\boldsymbol{P}}_{(t)}, \boldsymbol{P}_{(t)}\right)$ bounded as above.

Consider offline s-ReProCS (last line of Algorithm 4). At all t,

$$
\mathrm{SE}\left(\hat{\boldsymbol{P}}_{(t)}^{\text {offline }}, \boldsymbol{P}_{(t)}\right) \leq 2 \tilde{\varepsilon}, \text { and }\left\|\hat{\boldsymbol{\ell}}_{t}^{\text {offline }}-\boldsymbol{\ell}_{t}\right\| \leq 2.4 \tilde{\varepsilon}\left\|\boldsymbol{\ell}_{t}\right\| \text {. }
$$

The upper bound on $\boldsymbol{v}_{t}$ and the lower bound on $x_{\text {min }}$ can be relaxed significantly to get a more complicated result which we state in the corollary below.

Corollary 2.3. Let $x_{\text {min }, t}:=\min _{i \in \mathcal{T}_{t}}\left|\left(\boldsymbol{x}_{t}\right)_{i}\right|$ denote the minimum outlier magnitude at time $t$ and define the time intervals

- $\mathcal{J}_{0}=\left[t_{j}, \hat{t}_{j}\right)$ (interval before the change gets detected),
- $\mathcal{J}_{k}:=\left[\hat{t}_{j}+(k-1) \alpha, \hat{t}_{j}+k \alpha\right)$ ( $k$-th subspace update uses data from this interval) for $k=$ $1,2,3, \ldots, K$,
- and $\mathcal{J}_{K+1}:=\left[\hat{t}_{j}+K \alpha, \hat{t}_{j}+K \alpha+\alpha\right)$ (final SVD-based re-estimation step uses data from this interval).

All conclusions of Theorem 2.2 hold if the following hold instead of assumptions 1b, 4, and 5 of Theorem 2.2:
$\boldsymbol{v}_{t}$ 's are zero mean, mutually independent, independent of the $\boldsymbol{x}_{t}$ 's and $\boldsymbol{\ell}_{t}$ 's, $\left\|\boldsymbol{v}_{t}\right\| \leq b_{v, t}$, $\left\|\mathbb{E}\left[\boldsymbol{v}_{t} \boldsymbol{v}_{t}{ }^{\prime}\right]\right\| \leq b_{v, t}^{2} / r, x_{\min , t}$ and $b_{v, t}$ satisfy the following:

1. for $t \in \mathcal{J}_{0} \cup \mathcal{J}_{1}, b_{v, t}=C\left(2 \tilde{\varepsilon} \sqrt{r \lambda^{+}}+0.11 \Delta \sqrt{\lambda_{\mathrm{ch}}}\right)$, and $x_{\mathrm{min}, t} \geq 30 b_{v, t}$,
2. for $t \in \mathcal{J}_{k}, b_{v, t}=C\left(2 \tilde{\varepsilon} \sqrt{r \lambda^{+}}+0.5^{k-2} 0.06 \Delta \sqrt{\lambda_{\mathrm{ch}}}\right)$, and $x_{\text {min }, t} \geq 30 b_{v, t}$, for $k=2, \ldots, K$,
3. for $t \in \mathcal{J}_{K+1}, b_{v, t}=C\left(\tilde{\varepsilon} \sqrt{r \lambda^{+}}\right)$and $x_{\min , t} \geq 30 b_{v, t}$
with $C=\sqrt{\eta}$; and we set $\omega_{\text {supp }, t}=x_{\min , t} / 2$, and $\xi_{t}=x_{\min , t} / 15$ (alternatively, one can also set $\omega_{\text {supp }, t}$ and $\xi_{t}$ to be proportional to $b_{v, t}$ which itself is proportional to the bound on $\left\|\boldsymbol{x}_{t}-\hat{\boldsymbol{x}}_{t}\right\|$ is each interval).

Proof. We explain the ideas leading to the proof in Sec. 2.4. Instead of first proving Theorem 2.2 and then Corollary 2.3 , we directly only prove the latter. The proof of the former is almost the same and is immediate once the latter proof can be understood. For notational simplicity, we first prove the results under the assumption $\hat{t}_{j}=t_{j}$ in Sec. 2.5. The proof without assuming $\hat{t}_{j}=t_{j}$ is given in Appendix 2.9.

With the above corollary, the following remark is immediate.

Remark 2.4 (Bi-level outliers). The lower bound on outlier magnitudes can be relaxed to the following which only requires that most outlier magnitudes are lower bounded, while the others have small enough magnitudes so that their squared sum is upper bounded: Assume that the outlier magnitudes are such that the following holds: $\boldsymbol{x}_{t}$ can be split as $\boldsymbol{x}_{t}=\left(\boldsymbol{x}_{t}\right)_{\text {small }}+\left(\boldsymbol{x}_{t}\right)_{\text {large }}$ with the two components having disjoint supports and being such that, $\left\|\left(\boldsymbol{x}_{t}\right)_{\text {small }}\right\| \leq b_{v, t}$ and the smallest nonzero entry of $\left(\boldsymbol{x}_{t}\right)_{\text {large }}$ is greater than $30 b_{v, t}$ with $b_{v, t}$ as defined in Corollary 2.3. If the above is true, and if the vectors $\left(\boldsymbol{x}_{t}\right)_{\text {small }}$ are zero mean, mutually independent, and independent of $\boldsymbol{\ell}_{t}$ 's and of the support of $\left(\boldsymbol{x}_{t}\right)_{\text {large }}$, then all conclusions of Theorem 2.2 hold except the exact support recovery conclusion (this gets replaced by exact recovery of the support of $\left.\left(\boldsymbol{x}_{t}\right)_{\text {large }}\right)$.

This remark follows by replacing $\boldsymbol{v}_{t}$ by $\boldsymbol{v}_{t}+\left(\boldsymbol{x}_{t}\right)_{\text {small }}$ and $\boldsymbol{x}_{t}$ by $\left(\boldsymbol{x}_{t}\right)_{\text {large }}$ in Corollary 2.3.

Remark 2.5. The first condition (accurate initial estimate) can be satisfied by applying any standard RPCA solution, e.g., PCP, AltProj, or GD, on the first $t_{\text {train }}=C r$ data frames. This requires assuming that $t_{1} \geq C r$, and that $\boldsymbol{Y}_{\left[1, t_{\text {train }}\right]}$ has outlier fractions in any row or column bounded by $c / r$. Moreover, it is possible to significantly relax the initial estimate requirement to only requiring

```
\(\overline{\text { Algorithm } 1 \text { Simple-ReProCS (with } t_{j} \text { known). We state this first for simplicity. The actual automatic }}\)
version is given later in Algorithm 4. Let \(\hat{\boldsymbol{L}}_{t ; \alpha}:=\left[\hat{\ell}_{t-\alpha+1}, \hat{\ell}_{t-\alpha+2}, \ldots, \hat{\ell}_{t}\right]\).
    Input: \(\hat{\boldsymbol{P}}_{0}, \boldsymbol{y}_{t}\), Output: \(\hat{\boldsymbol{x}}_{t}, \hat{\boldsymbol{\ell}}_{t}, \hat{\boldsymbol{P}}_{(t)}\), Parameters: \(\omega_{\text {supp }}, K, \alpha, \xi, r, t_{j}\) 's
    \(\hat{\boldsymbol{P}}_{\left(t_{\text {train }}\right)} \leftarrow \hat{\boldsymbol{P}}_{0} ; j \leftarrow 1, k \leftarrow 1\)
    for \(t>t_{\text {train }}\) do
        \(\left(\hat{\boldsymbol{x}}_{t}, \hat{\mathcal{T}}_{t}\right) \leftarrow \operatorname{ProJCS}\left(\hat{\boldsymbol{P}}_{(t-1)}, \boldsymbol{y}_{t}\right) \quad \triangleright\) Algorithm 2
        \(\hat{\boldsymbol{\ell}}_{t} \leftarrow \boldsymbol{y}_{t}-\hat{\boldsymbol{x}}_{t}\).
        \(\left(\hat{\boldsymbol{P}}_{(t)}, \hat{\boldsymbol{P}}_{j}, j, k\right) \leftarrow \operatorname{SUBUP}\left(\hat{\boldsymbol{L}}_{t ; \alpha}, \hat{\boldsymbol{P}}_{j-1}, t, t_{j}, j, k, \hat{\boldsymbol{P}}_{(t-1)}\right) \quad \triangleright\) Algorithm 3
    end for
```

that $\operatorname{SE}\left(\hat{\boldsymbol{P}}_{0}, \boldsymbol{P}_{0}\right) \leq c / \sqrt{r}$ if we use $K$ iterations of the approach of follow-up work [17] to improve the estimate of $\boldsymbol{P}_{0}$ until a $\tilde{\varepsilon}$ accurate estimate is obtained, and then run s-ReProCS. For this to work, we will need a larger lower bound on $x_{\min }$ for the initial period.

Remark 2.6 (Connecting to the left incoherence of standard RPCA solutions). With minor changes, our left incoherence assumption, (2.6), can be replaced by something that is very close to the one used by all standard RPCA solutions. Instead of (2.6), we can assume $\mu$ incoherence of basis $\left(\left[\boldsymbol{P}_{0}, \boldsymbol{P}_{1, \text { new }}, \boldsymbol{P}_{2, \text { new }}, \ldots, \boldsymbol{P}_{J, \text { new }}\right]\right)$. This implies that ${ }^{5}$ the RHS of (2.6) is bounded by $\sqrt{\mu(r+J) / n}$. With this, the only change to Theorem 2.2 will be that we will need max-outlier-frac-col $\leq 0.01 /(2 \mu(r+J))$.

If $\boldsymbol{P}_{j, \text { new }}$ is orthogonal to $\operatorname{span}\left(\left[\boldsymbol{P}_{0}, \boldsymbol{P}_{1, \text { new }}, \ldots, \boldsymbol{P}_{j-1, \text { new }}\right]\right)$ for each $j$, then the matrix $\left[\boldsymbol{P}_{0}, \boldsymbol{P}_{1, \text { new }}, \boldsymbol{P}_{2, \text { new }}, \ldots, \boldsymbol{P}_{J, \text { new }}\right]$ is itself a basis matrix, its span is equal to that of the left singular vectors of $\boldsymbol{L}$, and its rank $r+J=r_{L}$. In this case, the above assumption and the corresponding required bound on max-outlier-frac-col are exactly the same as those used by the standard RPCA solutions.

### 2.2.3 Discussion

In this section, we discuss the various implications of our result, the speed and memory guarantees, explain how to set algorithm parameters, and finally discuss its limitations.

[^5]```
Algorithm 2 Projected CS (ProjCS)
    function \(\operatorname{ProJCS}\left(\hat{\boldsymbol{P}}_{(t-1)}, \boldsymbol{y}_{t}\right)\)
        \(\boldsymbol{\Psi} \leftarrow \boldsymbol{I}-\hat{\boldsymbol{P}}_{(t-1)} \hat{\boldsymbol{P}}_{(t-1)}{ }^{\prime}\)
        \(\tilde{\boldsymbol{y}}_{t} \leftarrow \boldsymbol{\Psi} \boldsymbol{y}_{t}\)
        \(\hat{\boldsymbol{x}}_{t, c s} \leftarrow \arg \min _{\tilde{\boldsymbol{x}}}\|\tilde{\boldsymbol{x}}\|_{1}\) s.t \(\left\|\tilde{\boldsymbol{y}}_{t}-\boldsymbol{\Psi} \tilde{\boldsymbol{x}}\right\| \leq \xi\)
        \(\hat{\mathcal{T}}_{t} \leftarrow\left\{i:\left|\hat{\boldsymbol{x}}_{t, \text { cs }}\right|>\omega_{\text {supp }}\right\}\)
        \(\hat{\boldsymbol{x}}_{t} \leftarrow \boldsymbol{I}_{\hat{\mathcal{T}}_{t}}\left(\boldsymbol{\Psi}_{\hat{\mathcal{T}}_{t}}{ }^{\prime} \boldsymbol{\Psi}_{\hat{\mathcal{T}}_{t}}\right)^{-1} \boldsymbol{\Psi}_{\hat{\mathcal{T}}_{t}}{ }^{\prime} \tilde{\boldsymbol{y}}_{t}\)
        return \(\hat{\boldsymbol{x}}_{t}, \hat{\mathcal{T}}_{t}\)
    end function
```

```
Algorithm 3 Subspace Update (SubUpd).
    function \(\operatorname{SuBUp}\left(\hat{\boldsymbol{L}}_{t ; \alpha}, \hat{\boldsymbol{P}}_{j-1}, t, t_{j}, j, k, \hat{\boldsymbol{P}}_{(t-1)}\right)\)
        if \(t=t_{j}+u \alpha\) for \(u=1,2, \cdots, K+1\) then
            \(\boldsymbol{B} \leftarrow\left(\boldsymbol{I}-\hat{\boldsymbol{P}}_{j-1} \hat{\boldsymbol{P}}_{j-1}{ }^{\prime}\right) \hat{\boldsymbol{L}}_{t ; \alpha}\)
            \(\hat{\boldsymbol{P}}_{j, \text { rot }, k} \leftarrow S V D_{1}[\boldsymbol{B}] \quad \triangleright\) subspace addition: via \(K\) steps of projection-SVD
            \(\hat{\boldsymbol{P}}_{(t)} \leftarrow\left[\hat{\boldsymbol{P}}_{j-1}, \hat{\boldsymbol{P}}_{j, \text { rot }, k}\right], k \leftarrow k+1\).
            if \(k=K+1\) then
                \(\hat{\boldsymbol{P}}_{j} \leftarrow S V D_{r}\left[\hat{\boldsymbol{L}}_{t ; \alpha}\right] \quad \triangleright\) subspace deletion: via subspace re-estimation using simple SVD
                \(\hat{\boldsymbol{P}}_{(t)} \leftarrow \hat{\boldsymbol{P}}_{j}, j \leftarrow j+1, k \leftarrow 1\).
            end if
        else
            \(\hat{\boldsymbol{P}}_{(t)} \leftarrow \hat{\boldsymbol{P}}_{(t-1)}\)
        end if
        return \(\hat{\boldsymbol{P}}_{(t)}, \hat{\boldsymbol{P}}_{j}, j, k\)
    end function
```

Subspace change detection and tracking with short delay. Theorem 2.2 shows that, whp, the subspace change gets detected within a delay of at most $2 \alpha=C f^{2}(r \log n)$ frames, and the subspace gets estimated accurately within at most $(K+3) \alpha=C f^{2}(r \log n) \log (1 / \tilde{\varepsilon})$ frames. Each column of the low rank matrix is recovered with a small time-invariant bound without any delay. If offline processing is allowed, with a delay of at most $(K+3) \alpha$, we can guarantee all recoveries within normalized error $\tilde{\varepsilon}$, or, in fact, with minor modifications, within any $\epsilon=c \tilde{\varepsilon}$ for $c<1$ (also see the limitations' discussion). Notice that the required delay between subspace change times is more than $r$ by only logarithmic factors (assuming $f$ does not grow with $n$ or $r$ ). Since the previous subspace is not exactly known (is known within error at most $\tilde{\varepsilon}$ ), at each update step, we do need to estimate an $r$-dimensional subspace, and not a one-dimensional one. Hence it is not clear if
the required delay can be reduced any further. Moreover, the delay required for the deletion step cannot be less than $r$ even in the ideal case when $\ell_{t}$ is directly observed.

Bi-level outliers. Consider the upper bound on $\Delta$ (amount of subspace change). Observe that the upper bound essentially depends on the ratio between $x_{\text {min }}$ (minimum outlier magnitude) and $\sqrt{\lambda_{\mathrm{ch}}}$. Read another way, this means that $x_{\text {min }}$ needs to be lower bounded. On first glance, this may seem counter-intuitive since sufficiently small magnitude corruptions should not be problematic. This is actually true. Sufficiently small magnitude corruptions get classified as the small noise $\boldsymbol{v}_{t}$. Moreover, as noted in Corollary 2.3 and Remark 2.4, our result actually allows "bi-level" corruptions/outliers that need to satisfy a much weaker requirement than this: the large-outliers have magnitude that is "large enough", while the rest are such that the squared sum of their magnitudes is "small enough". The threshold for both "large enough" and "small enough" decreases with each subspace update step.

Order-wise improvement in allowed upper bound on maximum number of outliers per row. As pointed out in [20], solutions for standard RPCA (that only assume incoherence of left and right singular vectors of $\boldsymbol{L}$ and nothing else, i.e., no outlier support model) cannot tolerate ${ }^{6}$ a bound on maximum outlier fractions in any row or any column that is larger than $1 / r_{L}$. However observe that simple-ReProCS can tolerate max-outlier-frac-row ${ }^{\alpha} \in O(1)$ (this assumes $f$ is a constant). This is a significant improvement over all existing RPCA results with important practical implications for video analytics. This is possible is because s-ReProCS uses extra assumptions, we explain their next.

The need for extra assumptions. s-ReProCS recovers the sparse outliers $\boldsymbol{x}_{t}$ first and then the true data $\boldsymbol{\ell}_{t}$, and does this at each time $t$. Let $\boldsymbol{\Psi}:=\boldsymbol{I}-\hat{\boldsymbol{P}}_{(t-1)} \hat{\boldsymbol{P}}_{(t-1)}{ }^{\prime}$. When recovering $\boldsymbol{x}_{t}$, it exploits two facts: (a) the subspace of $\boldsymbol{\ell}_{t}, \boldsymbol{P}_{(t)}$, satisfies the denseness/incoherence property, and (b) "good" knowledge of the subspace of $\boldsymbol{\ell}_{t}$ (either from initialization or from the previous subspace's

[^6]estimate and slow subspace change) is available. Using these two facts one can show that $\boldsymbol{\Psi}$ satisfies the RIP property, and that the "noise" seen by the compressive sensing step, $\boldsymbol{b}_{t}:=\boldsymbol{\Psi}\left(\ell_{t}+\boldsymbol{v}_{t}\right)$, is small. This, along with a guarantee for CS, helps ensure that the error in recovering $\boldsymbol{x}_{t}$ is upper bounded ${ }^{7}$ by $C\left\|\boldsymbol{b}_{t}\right\|$. This, in turn, means that, to correctly recover the support of $\boldsymbol{x}_{t}$, the minimum large-outlier magnitude needs to be larger than $C\left\|\boldsymbol{b}_{t}\right\|$. This is where the $x_{\min }$ or $x_{\min , t}$ lower bound comes from ${ }^{8}$.

Correct outlier support recovery is needed to ensure that the subspace estimate can be improved with each subspace update step. In particular, it helps ensure that the error vectors $\boldsymbol{e}_{t}:=\boldsymbol{x}_{t}-$ $\hat{\boldsymbol{x}}_{t}$ in a given subspace update interval are mutually independent when conditioned on the $\boldsymbol{y}_{t}$ 's from all past intervals. This fact also relies on the mutual independence assumption on the $\boldsymbol{a}_{t}$ 's. Moreover, mutual independence, along with the element-wise boundedness and identical covariances assumption, on the $\boldsymbol{a}_{t}$ 's helps ensure that we can use matrix Bernstein [24] and Vershynin's subGaussian result (bounds singular values of matrices with independent sub-Gaussian rows) [29] for obtaining the desired concentration bounds on the subspace recovery error in each step. As explained below, the above assumptions on $\boldsymbol{a}_{t}$ replace the right incoherence assumption. Finally, because ReProCS is updating the subspace using just the past $\alpha$ estimates of $\hat{\ell}_{t}$ 's, in order to show that each such step improves the estimate we need to bound max-outlier-frac-row ${ }^{\alpha}$ (instead of just max-outlier-frac-row).

Time and Memory Complexity. Observe that the s-ReProCS algorithm needs memory of order $n \alpha$ in online mode and $K n \alpha$ in offline mode. Assuming $\alpha=\alpha_{*}$, even in offline mode, its memory complexity is near-optimal and equal to $O(n r \log n \log (1 / \tilde{\varepsilon}))$. Also, observe that the time complexity of s-ReProCS is $O(n d r \log (1 / \tilde{\varepsilon}))$. We explain this in Appendix 2.14. These claims

[^7]assume that $f$ is constant with $n, r$. If the dependence on $f$ is included both will be multiplied by $f^{2}$.

Subspace and outlier assumptions' tradeoff. When there are fewer outliers in the data or when outliers are easy to detect, one would expect to need weaker assumptions on the true data subspace or its rate of change. This is indeed true. For the original RPCA results, this is encoded in the condition $\max$ (max-outlier-frac-row, max-outlier-frac-col) $\leq c /\left(\mu r_{L}\right)$ where $\mu$ quantifies not-denseness of both left and right singular vectors. From Theorem 2.2, this is also how max-outlier-frac-col, $\mu$ (not-denseness of only left singular vectors) and $r_{L}$ are related for dynamic RPCA. On the other hand, for our result, max-outlier-frac-row ${ }^{\alpha}$ and the lower bound on $x_{\text {min }}$ govern the allowed rate of subspace change. The latter relation is easily evident from the bound on $\Delta$. If $x_{\text {min }}$ is larger (outliers are large magnitude and hence easy to detect), a larger $\Delta$ can be tolerated. The relation of max-outlier-frac-row to rate of change is not evident from the way the guarantee is stated in Theorem 2.2. The reason is we have assumed max-outlier-frac-row ${ }^{\alpha} \leq \rho_{\text {row }}=0.01 / f^{2}$ and used that to get a simple expression for $K$. If we did not do this, we would need $K$ to satisfy

$$
c_{1} \Delta\left(c_{2} f \sqrt{\rho_{\text {row }}}\right)^{K}+0.2 \tilde{\varepsilon} \leq \tilde{\varepsilon}
$$

With this, $K$ needs to be $K=\left\lceil\frac{1}{-\log \left(c_{2} f \sqrt{\rho_{\text {row }}}\right)} \log \left(\frac{c_{1} \Delta}{0.8 \tilde{\varepsilon}}\right)\right\rceil$. Recall that we need $t_{j+1}-t_{j} \geq(K+3) \alpha$. Thus, a smaller $\rho_{\text {row }}$ (smaller max-outlier-frac-row ${ }^{\alpha}$ ) means one of two things: either a larger $\Delta$ (more change at each subspace change time) can be tolerated while keeping $K$, and hence the lower bound on the delay between change times, the same; or, for $\Delta$ fixed, a smaller lower bound is needed on the delay between change time. The above can be understood by carefully checking the proof ${ }^{9}$ of Theorem 2.7.

The need for detecting subspace change. As pointed out by an anonymous reviewer, it may not be clear to a reader why we need to explicitly detect subspace change (instead of just always doing subspace update at regularly spaced intervals). The change detection is needed for two key reasons. First, in the projection-SVD step for subspace update, we use $\hat{\boldsymbol{P}}_{j-1}$ as the best

[^8]estimate of the previous subspace. We let $\hat{\boldsymbol{P}}_{j-1}$ be the final $\tilde{\varepsilon}$-accurate subspace estimate obtained after $K$ projection-SVD steps and then one subspace re-estimation step. To know when the $K$ updates are over, we need to know when the first update of the new subspace occurred, or in other words, we need an estimate of when the subspace change occurred. Second, in the current algorithm, because we detect change, we can choose to use the $\hat{\boldsymbol{\ell}}_{t}$ 's from the next $\alpha$-frame interval, i.e. $\left[\hat{\ell}_{\hat{t}_{j}+1}, \hat{\ell}_{\hat{t}_{j}+2}, \ldots, \hat{\ell}_{\hat{t}_{j}+\alpha}\right]$, for the first subspace update. This ensures that the $\hat{\ell}_{t}$ 's from the interval that contains $t_{j}$ (some of the $\boldsymbol{\ell}_{t}$ 's in this interval come from $\boldsymbol{P}_{j-1}$ while others come from $\boldsymbol{P}_{j}$ ) is never used further in any subspace update. The is essential because, if these are used, one will get an incorrect subspace estimate (something in between $\boldsymbol{P}_{j-1}$ and $\boldsymbol{P}_{j}$ ) and one whose error cannot easily be bounded. If subspace change is never detected, this cannot be ensured.

Algorithm parameters. Observe from Theorem 2.2 that we need knowledge of only 4 model parameters $-r, \lambda^{+}, \lambda^{-}$and $x_{\text {min }}$ - to set our algorithm parameters. The initial dataset used for estimating $\hat{\boldsymbol{P}}_{0}$ (using PCP/AltProj) can also be used to get an accurate estimate of $r$, $\lambda^{-}$and $\lambda^{+}$using standard techniques (maximum likelihood applied to the AltProj estimate of $\left[\ell_{1}, \ell_{2}, \ldots, \ell_{\text {train }}\right]$. Thus one really only needs to set $x_{\text {min }}$. If continuity over time is assumed, a simple heuristic is to let it be time-varying and use $\min _{i \in \hat{\mathcal{T}}_{t-1}}\left|\left(\hat{\boldsymbol{x}}_{t-1}\right)_{i}\right|$ as its estimate at time $t$. This approach in fact allows us to estimate $x_{\text {min, } t}$ and thus allows for larger unstructured noise, $\boldsymbol{v}_{t}$, levels as allowed by Corollary 2.3.

The most interesting point for practice though is that of Remark 2.4. It indicates that when a subspace change is detected but not estimated, starting at the previous $2 \alpha$ frames, one should use a larger value of the support estimation threshold $\omega_{\text {supp }}$. After each subspace update step, $\omega_{\text {supp }}$ should be decreased roughly exponentially.

Dependence on $f$. Observe that $f$ appears in our guarantee in the bound on max-outlier-frac-row ${ }^{\alpha}$ and in the expression for $\alpha$. The max-outlier-frac-row ${ }^{\alpha}$ bound is stated that way only for simplicity. Actually, for all time instants except the $\alpha$-length period when the subspace re-estimation (for deletion) step is run, we only need max-outlier-frac-row ${ }^{\alpha} \leq 0.01$. We need the tighter bound max-outlier-frac-row ${ }^{\alpha} \leq \rho_{\text {row }}=0.01 / f^{2}$ only for the simple SVD based subspace re-
estimation (deletion) step to work (i.e., only for $t \in\left[\hat{t}_{j}+K \alpha, \hat{t}_{j}+K \alpha+\alpha\right)$ ). Thus, if offline ReProCS were being used to solve the standard RPCA type problem (where $r_{L}$ is nicely bounded), one could choose to never run the subspace deletion step. This will mean that the resulting algorithm (s-ReProCS-no-delete) will need max-outlier-frac-col $<c / \mu r_{L}$, but then max-outlier-frac-row $<0.01$ will suffice (the bound would not depend on $1 / f^{2}$ ). The $\alpha$ expression governs required delay between subspace change times, tracking delay, and time and memory complexity. If the deletion step is removed, the dependence of $\alpha$ on $f$ will not disappear, but will weaken (it will linearly depend on $f$ not on $f^{2}$ ).

We now try to relate $f$ to the condition number of $\boldsymbol{L}$. Observe that $f$ is the condition number of $\mathbb{E}\left[\boldsymbol{L}_{j} \boldsymbol{L}_{j}{ }^{\prime}\right]$ for any $j$. The condition number of the entire matrix $\boldsymbol{L}$ can be much larger when slow subspace change holds ( $\Delta$ is small). To see this, let $\kappa^{2}$ denote the condition number of $\mathbb{E}\left[\boldsymbol{L} \boldsymbol{L}^{\prime}\right]$, so that, whp, $\kappa$ is approximately the condition number of $\boldsymbol{L}$. It is not hard to to see that ${ }^{10}$, in the worst case (if $\lambda^{-}=\lambda_{\mathrm{ch}}$ ), $\kappa^{2}=\frac{f}{1-\sqrt{1-2 c \Delta^{2}}} \approx C \frac{f}{\Delta^{2}}$ when $\Delta$ is small. Thus, if $\Delta$ is small, $\kappa \approx C \sqrt{f} / \Delta$ can be much larger than $f$. The guarantees of many of the RPCA solutions such as RPCA-GD [33] depend on $\kappa$.

Relating our assumptions to right incoherence of $\boldsymbol{L}_{j}:=\boldsymbol{L}_{\left[t_{j}, t_{j+1}\right)}$ [14]. We repeat this discussion from [17]. From our assumptions, $\boldsymbol{L}_{j}=\boldsymbol{P}_{j} \boldsymbol{A}_{j}$ with $\boldsymbol{A}_{j}:=\left[\boldsymbol{a}_{t_{j}}, \boldsymbol{a}_{t_{j}+1}, \ldots \boldsymbol{a}_{t_{j+1}-1}\right]$, the columns of $\boldsymbol{A}_{j}$ are zero mean, mutually independent, have identical covariance $\boldsymbol{\Lambda}, \boldsymbol{\Lambda}$ is diagonal, and are element-wise bounded as specified by Theorem 2.2. Let $d_{j}:=t_{j+1}-t_{j}$. Define a diagonal matrix $\Sigma$ with $(i, i)$-th entry $\sigma_{i}$ and with $\sigma_{i}^{2}:=\sum_{t}\left(a_{t}\right)_{i}^{2} / d_{j}$. Define a $d_{j} \times r$ matrix $\tilde{\boldsymbol{V}}$ with the $t$-th entry of the $i$-th column being $\left(\tilde{\boldsymbol{v}}_{i}\right)_{t}:=\left(\boldsymbol{a}_{t}\right)_{i} /\left(\sigma_{i} \sqrt{d_{j}}\right)$. Then, $\boldsymbol{L}_{j}=\boldsymbol{P}_{j} \Sigma \tilde{\boldsymbol{V}}^{\prime}$ and each column of $\tilde{\boldsymbol{V}}$ is unit 2-norm. Also, from the bounded-ness assumption, $\left(\tilde{\boldsymbol{v}}_{i}\right)_{t}^{2} \leq \eta \frac{\lambda_{i}}{\sigma_{i}^{2}} \cdot \frac{1}{d_{j}}$ where $\eta$ is a numerical constant. Observe that $\boldsymbol{P}_{j} \Sigma \tilde{\boldsymbol{V}}^{\prime}$ is not exactly the SVD of $\boldsymbol{L}_{j}$ since the columns of $\tilde{\boldsymbol{V}}$ are not necessarily exactly mutually orthogonal. However, if $d_{j}$ is large enough, using the assumptions on

[^9]$\boldsymbol{a}_{t}$, one can argue using any law of large numbers' result (e.g., Hoeffding inequality), that (i) the columns of $\tilde{\boldsymbol{V}}$ are approximately mutually orthogonal whp, and (ii) $\sigma_{i}^{2} \geq 0.99 \lambda_{i}$ whp. Thus, our assumptions imply that, whp, $\tilde{\boldsymbol{V}}$ is a basis matrix and $\left(\tilde{\boldsymbol{v}}_{i}\right)_{t}^{2} \leq C / d_{j}$.

With the above, one can interpret $\tilde{\boldsymbol{V}}$ as an "approximation" to the right singular vectors of $\boldsymbol{L}_{j}$ and then the above bound on $\left(\tilde{\boldsymbol{v}}_{i}\right)_{t}^{2}$ is the same as the right incoherence condition assumed by [14]. It is slightly stronger than what is assumed by $[5,20]$ and others (these do not require a bound on each entry but on each row, they require that the squared norm of each row of the matrix of right singular vectors be bounded by $C r / d_{j}$ ).

Ideally we would like to work with the exact SVD of $\boldsymbol{L}_{j}$, however this is much harder to analyze using our statistical assumptions on the $\boldsymbol{a}_{t}$ 's. To see this, suppose $\boldsymbol{A}_{j} \stackrel{\mathrm{SVD}}{=} \boldsymbol{U} \Sigma \boldsymbol{V}^{\prime}$, then $\boldsymbol{L}_{j} \stackrel{\text { SVD }}{=}\left(\boldsymbol{P}_{j} \boldsymbol{U}\right) \Sigma \boldsymbol{V}^{\prime}$ is the exact SVD of $\boldsymbol{L}_{j}$. Here $\boldsymbol{U}$ is an $r \times r$ orthonormal matrix. Now it is not clear how to relate the element-wise bounded-ness assumption on $\boldsymbol{a}_{t}$ 's to an assumption on entries of $\boldsymbol{V}$, since now there is no easy expression for each entry of $\boldsymbol{V}$ or of the entries of $\Sigma$ in terms of $\boldsymbol{a}_{t}$ ( $\boldsymbol{U}$ is an unknown matrix that can have all nonzero entries in general).

Limitations of our guarantees. s-ReProCS needs a few extra assumptions beyond slow subspace change and what static RPCA solutions need: (i) instead of a bound on outlier fractions per row of the entire data matrix (which is what standard RPCA methods assume), it needs such a bound for every sub-matrix of $\alpha$ consecutive columns; (ii) it makes statistical assumptions on the principal subspace coefficients $\boldsymbol{a}_{t}$ (with mutual independence being the strongest requirement); (iii) it needs to lower bound $x_{\min }$; and (iv) it uses $\tilde{\varepsilon}$ to denote both the initial subspace error as well as the final recovery error achieved after a subspace update is complete. Here (i) is needed because ReProCS is an online algorithm that uses $\alpha$ frames at a time to update the subspace, and one needs to show that each update step provides an improved estimate compared to the previous one. However, since $\alpha$ is large enough, requiring a bound max-outlier-frac-row ${ }^{\alpha}$ is not too much stronger than requiring the same bound on the outlier fractions per row of the entire $n \times d$ matrix $\boldsymbol{Y}$. In fact, if we compare the various RPCA solutions with storage complexity fixed at $O(n \alpha)=O(n r \log n)$, i.e., if we implement the various static RPCA solutions for every new batch of $\alpha$ frames of data,
then, the static RPCA solutions will also need to bound max-outlier-frac-row ${ }^{\alpha}$ defined in (2.8). As discussed earlier, these will require a much tighter bound of $c / r$ though. (iv) is assumed for simplicity. What we can actually prove is something slightly stronger: if the initial error is $\tilde{\varepsilon}$, and if $\epsilon=c \tilde{\varepsilon}$ for a constant $c$ which may be less than one, then, without any changes, we can guarantee the final subspace error to be below such an $\epsilon$. More generally, as long as the initial error $\tilde{\varepsilon} \leq \Delta$, it is possible to achieve final error $\epsilon$ for any $\epsilon>0$ if we assume that $t_{1}-t_{\text {train }}>K \alpha$, assume a slightly larger lower bound on $x_{\min }$, and if we modify our initialization procedure to use the approach of follow-up work [17].

Limitations (ii) and (iii) are artifacts of our proof techniques. The mutual independence can be replaced by an autoregressive model on the $\boldsymbol{a}_{t}$ 's by borrowing similar ideas from [34]. The mutual independence and zero mean assumption on the $\boldsymbol{a}_{t}$ 's is valid for the video analytics' application if we let $\ell_{t}$ be the mean-subtracted background image at time $t$. Then, $\ell_{t}$ models independent zero-mean background image variations about a fixed mean image, e.g., variations due to lighting variations or due to moving curtains; see Fig. 2.3. This type of mean subtraction (with an estimate of the mean background image computed from training data) is commonly done in practice in many practical applications where PCA is used; it is also done in our video experiments shown later. (iii) is needed because our proof first tries to show exact outlier support recovery by solving a CS problem to recover the outliers from the projected measurements, followed by thresholding. It should be possible to relax this by relaxing the exact support recovery requirement which, in turn, will require other significant changes. For example, it may be possible to do this if one is able to do a deterministic analysis. It may be possible to also completely eliminate it if we replace the CS step by thresholding with carefully decreasing thresholds in each iteration (borrow the idea of AltProj); however, we may then require the same tight bound on max-outlier-frac-row that AltProj needs. By borrowing the stagewise idea of AltProj, it may also be possible to remove all dependence on $f$.

### 2.3 Discussion of Related Work

Limitations of earlier ReProCS-based guarantees [22, 16, 34]. In [22], we introduced the ReProCS idea and proved a partial guarantee for it. We call it a partial guarantee because it needed to assume something about the intermediate subspace estimates returned by the algorithm. However, this work is important because it developed a nice framework for proving guarantees for dynamic RPCA solutions. Both our later complete guarantees [16, 34] as well as the current result build on this framework.

The current work is a significant improvement over the complete guarantees obtained in $[16,34]$ for two other ReProCS-based algorithms for three reasons. (i) The earlier works needed very specific assumptions on how the outlier support could change (needed an outlier support model inspired by video moving objects). Our result removes such a requirement and instead only needs a bound on the fraction of outliers per column of the data matrix and on the fraction per row of an $\alpha$ -consecutive-column sub-matrix of the data matrix (for $\alpha$ large enough). (ii) The subspace change model assumed in these earlier papers can be interpreted as the current model (given in Sec. 2.2) with $\theta_{j}=90^{\circ}$ or equivalently with $\Delta=1$. This is an unrealistic model for slow subspace change, e.g., in 3D, it implies that the subspace changes from the $x$-y plane to the $y$-z plane. Instead, our current model allows changes from $\mathrm{x}-\mathrm{y}$ plane to a slightly tilted $\mathrm{x}-\mathrm{y}$ plane as shown in Fig. 2.1. This modification is more realistic and it allows us to replace the upper bound on $\lambda_{\text {ch }}$ required by the earlier results by a similar bound on $\lambda_{\mathrm{ch}} \Delta^{2}$ (see assumption 1b of Theorem 2.2). Since $\Delta$ quantifies rate of subspace change, this new requirement is much weaker. It can be satisfied by assuming that $\Delta$ is small, without making any assumption on $\lambda_{\mathrm{ch}}$. (iii) The required minimum delay between subspace change times in the earlier results depended on $1 / \epsilon^{2}$ where $\epsilon$ is the desired final subspace error after a subspace update is complete. This is a strong requirement. Our current result removes this unnecessarily strong dependence. The delay now only depends on $(-\log \epsilon)$ which makes it much smaller. It also implies that the memory complexity of simple-ReProCS is near-optimal. (iv) Unlike [16, 34], we analyze a simple ReProCS-based algorithm that ensures that the estimated subspace dimension is bounded by $(r+1)$, without needing the complicated cluster-

SVD algorithm. This is why our guarantee allows outlier fractions per column to be below $c / r$. The work of [16] needed this to be below $c / r_{L}$ while [34] needed an extra assumption (clustered eigenvalues). For long data sequences, $c / r$ can be much larger than $c / r_{L}$. We provide a detailed comparison of these assumptions in Table 2.2.

Complete guarantees for other dynamic RPCA or RPCA solutions. Another approach that solves dynamic RPCA, but in a piecewise batch fashion, is modified-PCP (mod-PCP) [35]. The guarantee for mod-PCP was proved using ideas borrowed from [5] for PCP. Thus, like [5], it also needs uniformly randomly generated support sets which is an unrealistic requirement. For the video application, this requires that foreground objects are single pixel wide and move around the entire image completely randomly over time. This is highly impractical. In Table 2.1, we provide a comparison of our current guarantees for simple-ReProCS and its offline version with those for original-ReProCS [22, 16, 34], modified-PCP [35], as well as with those for solutions for standard RPCA - [5] (referred to as $\operatorname{PCP}(\mathrm{C})$ ), [14] ( $\mathrm{PCP}(\mathrm{H})$, this strictly improves upon [6]), AltProj [20], RPCA via gradient descent (GD) [33] and nearly-optimal robust matrix completion (NO-RMC) [7]. The table also contains a speed and memory complexity comparison. Offline s-ReProCS can be interpreted as a solution for standard RPCA. From Table 2.1, it is clear that for data that satisfies slow subspace change and the assumption that outlier magnitudes are either large or very small, and that is such that its first $t_{\text {train }}$ frames, $\boldsymbol{Y}_{\left[1, t_{\text {train }}\right]}$, satisfy AltProj (or PCP) assumptions, s-ReProCS and offline s-ReProCS have the following advantages over other methods.

1. For the data matrix after $t_{\text {train }}$, i.e., for $\boldsymbol{Y}_{\left[t_{\text {train }}+1, d\right]}, \operatorname{ReProCS}$ needs the weakest bound on max-outlier-frac-row ${ }^{\alpha}$ without requiring uniformly randomly generated outlier support sets. This is comparable to the bound needed by $\mathrm{PCP}(\mathrm{C})$ or mod-PCP but both assume uniform random outlier supports which is a very strong requirement.
2. The memory complexity of s-ReProCS is significantly better than that of all other published methods for RPCA that provably work, and is nearly optimal.
3. Both in terms of time complexity order (Table 2.1) and experimentally (see Sec. 2.6), sReProCS and its offline counterpart are among the fastest, while having the best, or nearly the best, performance experimentally as well. Order-wise, only NO-RMC [7] is faster than s-ReProCS. However, NO-RMC needs the data matrix to be nearly square, i.e., it needs $c_{1} n \geq d \geq c_{2} n$. This is a very strong requirement that often does not hold: for the video application it requires that the number of video frames $d$ be roughly as large as $n$ (number of pixels in one image frame). The reason is that NO-RMC deliberately under-samples the data matrix $\boldsymbol{Y}$ by randomly throwing away some of its entries and using only the rest even when all are available. In other words, it always solves the robust matrix completion (RPCA with missing entries) problem and this is what results in a significant speed-up, but this is also why it needs $d \approx n$.
4. s-ReProCS can automatically detect subspace change and then also track it with a short delay, while the other approaches (except original-ReProCS) cannot. Notice that s-ReProCS also needs a weaker upper bound of $c / r$ on max-outlier-frac-col while the batch techniques (PCP, AltProj, GD, NO-RMC) applied to the entire matrix $\boldsymbol{L}$ need this to be below $c / r_{L}$. Of course, if the batch techniques are applied on pieces of data $\boldsymbol{Y}_{j}:=\boldsymbol{Y}_{\left[t_{j}, t_{j+1}\right)}$, they also need the same looser bound of $c / r$ on max-outlier-frac-col and their memory complexity improves too. However, the batch methods do not have a way to estimate the change times $t_{j}$, while s-ReProCS does. Moreover, since the other methods (except modified-PCP) do not have a way to use the previous subspace information, if the pieces chosen are are too small, e.g., if the methods are applied on $\alpha$-frames at a time, their performance is much worse then when the entire dataset is used jointly.

Comparison with follow-up work on ReProCS-NORST [17]. As compared to ReProCS-NORST, which is the algorithm studied in our follow-up work [17] (which allows all $r$ directions of the subspace to change at each $t_{j}$ ), simple-ReProCS has three advantages: (i) it is faster, (ii) it needs a weaker lower bound on $x_{\min }$ (its required lower bound essentially does not depend on $r$ if $\tilde{\varepsilon}$ is very small), and (iii) if it is used to solve the standard RPCA problem (estimate span of

```
Algorithm 4 The actual simple-ReProCS algorithm, this is the one that is studied in our guarantees and
also implemented in our experiments. Let \(\hat{\boldsymbol{L}}_{t ; \alpha}:=\left[\hat{\ell}_{t-\alpha+1}, \hat{\ell}_{t-\alpha+2}, \ldots, \hat{\ell}_{t}\right]\).
    Input: \(\hat{\boldsymbol{P}}_{0}, \boldsymbol{y}_{t}\), Output: \(\hat{\boldsymbol{x}}_{t}, \hat{\boldsymbol{\ell}}_{t}, \hat{\boldsymbol{P}}_{(t)}\)
    Parameters: \(\omega_{\text {supp }}, K, \alpha, \xi, r, \omega_{\text {evals }}\)
    Let \(\hat{\boldsymbol{L}}_{t ; \alpha}:=\left[\hat{\ell}_{t-\alpha+1}, \hat{\ell}_{t-\alpha+2}, \ldots, \hat{\boldsymbol{\ell}}_{t}\right]\).
    \(\hat{\boldsymbol{P}}_{\left(t_{\text {train }}\right)} \leftarrow \hat{\boldsymbol{P}}_{0} ; j \leftarrow 1, k \leftarrow 1\)
    for \(t>t_{\text {train }}\) do
    \(\left(\hat{\boldsymbol{x}}_{t}, \hat{\mathcal{T}}_{t}\right) \leftarrow \operatorname{PROJCS}\left(\hat{\boldsymbol{P}}_{(t-1)}, \boldsymbol{y}_{t}\right) \quad \triangleright\) Algorithm 2
    \(\hat{\ell}_{t} \leftarrow \boldsymbol{y}_{t}-\hat{\boldsymbol{x}}_{t}\).
    \(\left(\hat{\boldsymbol{P}}_{(t)}, \hat{\boldsymbol{P}}_{j}, \hat{t}_{j}, k, j\right.\), phase \() \leftarrow \operatorname{AutoSubUpd}\left(\hat{\boldsymbol{L}}_{t ; \alpha}, \hat{\boldsymbol{P}}_{j-1}, t, \hat{t}_{j-1}, j, k\right.\), phase, \(\left.\hat{\boldsymbol{P}}_{(t-1)}\right) \quad \triangleright\)
    Algorithm 5
    end for
    Offline ReProCS: At \(t=\hat{t}_{j}+K \alpha\), for all \(t \in\left[\hat{t}_{j-1}+K \alpha, \hat{t}_{j}+K \alpha-1\right]\),
    \(\hat{\boldsymbol{P}}_{(t)}^{\text {offline }} \leftarrow\left[\hat{\boldsymbol{P}}_{j-1}, \hat{\boldsymbol{P}}_{j, \text { rot }, K}\right] ;\)
    \(\hat{\boldsymbol{x}}_{t}^{\text {offline }} \leftarrow \boldsymbol{I}_{\hat{\mathcal{T}}_{t}}\left(\boldsymbol{\Psi}_{\hat{\mathcal{T}}_{t}} \boldsymbol{\Psi}_{\hat{\mathcal{T}}_{t}}\right)^{-1} \boldsymbol{\Psi}_{\hat{\mathcal{T}}_{t}} \boldsymbol{y}_{t}\) where \(\boldsymbol{\Psi}:=\boldsymbol{I}-\hat{\boldsymbol{P}}_{j-1} \hat{\boldsymbol{P}}_{j-1}{ }^{\prime}-\hat{\boldsymbol{P}}_{j, \text { rot }, K} \hat{\boldsymbol{P}}_{j, \text { rot }, K}{ }^{\prime} ;\)
    \(\hat{\boldsymbol{\ell}}_{t}^{\text {offline }} \leftarrow \boldsymbol{y}_{t}-\hat{\boldsymbol{x}}_{t}^{\text {offline }}\).
```

columns of the entire matrix $\boldsymbol{L}$ ), we can eliminate the $r$-SVD based subspace re-estimation (deletion) step. With this change, (a) the required upper bound on max-outlier-frac-row ${ }^{\alpha}$ for s-ReProCS does not depend on the condition number $f$ (just max-outlier-frac-row ${ }^{\alpha} \leq 0.01$ suffices), and (b) its time complexity improves by a factor of $r$ (if the initialization step is ignored) compared to ReProCSNORST. Of course it will mean s-ReProCS-no-delete will need max-outlier-frac-col $<c /(r+J)$ which is slightly stronger.

Since ReProCS-NORST allows all $r$ directions of the subspace to change, it also has many advantages over s-ReProCS: its subspace tracking delay is near-optimal, and it allows for a weaker initialization assumption.

### 2.4 Why s-ReProCS works: main ideas of our proof

In this section we explain the main ideas of our proof, first for the $t_{j}$ known case, and then explain why the subspace change detection step works.

```
Algorithm 5 Automatic Subspace Update
    function AutoSubUpd \(\left(\hat{\boldsymbol{L}}_{t ; \alpha}, \hat{\boldsymbol{P}}_{j-1}, t, \hat{t}_{j-1}, j, k\right.\), phase, \(\left.\hat{\boldsymbol{P}}_{(t-1)}\right)\)
        \(\hat{t}_{j-1, f i n} \leftarrow \hat{t}_{j-1}+K \alpha+\alpha-1\)
        if phase \(=\) detect and \(t=\hat{t}_{j-1, \text { fin }}+u \alpha\) then
            \(\boldsymbol{B} \leftarrow\left(\boldsymbol{I}-\hat{\boldsymbol{P}}_{j-1} \hat{\boldsymbol{P}}_{j-1}{ }^{\prime}\right) \hat{\boldsymbol{L}}_{t, \alpha}\)
            if \(\sigma_{\max }(\boldsymbol{B}) \geq \sqrt{\alpha \omega_{\text {evals }}}\) then
                phase \(\leftarrow\) update, \(\hat{t}_{j} \leftarrow t\),
            end if
            \(\hat{\boldsymbol{P}}_{(t)} \leftarrow \hat{\boldsymbol{P}}_{(t-1)}\)
        end if
        if phase \(=\) update then
            \(\left(\hat{\boldsymbol{P}}_{(t)}, \hat{\boldsymbol{P}}_{j}, k\right) \leftarrow \operatorname{SUBUP}\left(\hat{\boldsymbol{L}}_{t ; \alpha}, \hat{\boldsymbol{P}}_{j-1}, t, \hat{t}_{j-1}, j, k\right.\), phase, \(\left.\hat{\boldsymbol{P}}_{(t-1)}\right) \quad \triangleright\) Algorithm 3
        end if
        if \(k=K+1\) then
            phase \(\leftarrow\) detect
        end if
        return \(\hat{\boldsymbol{P}}_{(t)}, \hat{\boldsymbol{P}}_{j}, \hat{t}_{j}, j, k\), phase
    end function
```


### 2.4.1 Why s-ReProCS with $t_{j}$ known works

To understand things simply, first assume that $\hat{t}_{j}=t_{j}$, i.e., the subspace change times are known. Consider Algorithm 1. At each time $t$ this consists of three steps - projected Compressive Sensing (CS) to estimate $\boldsymbol{x}_{t}$, estimating $\ell_{t}$ by subtraction, and subspace update. Consider projected CS. This is analyzed in Lemma 2.15. At time $t$, suppose that we have access to $\hat{\boldsymbol{P}}_{(t-1)}$ which is a good estimate of the previous subspace, $\operatorname{span}\left(\boldsymbol{P}_{(t-1)}\right)$. Because of slow subspace change, this is also a good estimate of $\operatorname{span}\left(\boldsymbol{P}_{(t)}\right)$. Its first step projects $\boldsymbol{y}_{t}$ orthogonal to $\hat{\boldsymbol{P}}_{(t-1)}$ to get $\tilde{\boldsymbol{y}}_{t}$. Recall that $\tilde{\boldsymbol{y}}_{t}=\boldsymbol{\Psi} \boldsymbol{x}_{t}+\boldsymbol{b}_{t}$ where $\boldsymbol{b}_{t}:=\boldsymbol{\Psi}\left(\ell_{t}+\boldsymbol{v}_{t}\right)$ is small. Using the incoherence (denseness) assumption and $\operatorname{span}\left(\boldsymbol{P}_{(t-1)}\right)$ being a good estimate of $\operatorname{span}\left(\boldsymbol{P}_{(t)}\right)$, it can be argued that the restricted isometry constant (RIC) [4] of $\boldsymbol{\Psi}:=\boldsymbol{I}-\hat{\boldsymbol{P}}_{(t-1)} \hat{\boldsymbol{P}}_{(t-1)}{ }^{\prime}$ will be small. Using [4, Theorem 1.2], this, along with $\left\|\boldsymbol{b}_{t}\right\|$ being small, ensures that $l_{1}$ minimization will produce an accurate estimate, $\hat{\boldsymbol{x}}_{t, c s}$, of $\boldsymbol{x}_{t}$. The support estimation step with a carefully chosen threshold, $\omega_{\text {supp }}=x_{\min } / 2$, and a lower bound on $x_{\text {min }}$ then ensures exact support recovery, i.e., $\hat{\mathcal{T}}_{t}=\mathcal{T}_{t}$. With this, the LS step output, $\hat{\boldsymbol{x}}_{t}$, satisfies
$\hat{\boldsymbol{x}}_{t}=\boldsymbol{x}_{t}+\boldsymbol{e}_{t}$ with

$$
\begin{align*}
\boldsymbol{e}_{t} & \left.:=\boldsymbol{I}_{\mathcal{T}_{t}}\left(\boldsymbol{\Psi}_{\mathcal{T}_{t}}^{\prime} \boldsymbol{\Psi}_{\mathcal{T}_{t}}\right)^{-1} \boldsymbol{\Psi}_{\mathcal{T}_{t}}{ }^{\prime} \boldsymbol{\ell}_{t}+\boldsymbol{v}_{t}\right) \\
& =\boldsymbol{I}_{\mathcal{T}_{t}}\left(\boldsymbol{\Psi}_{\mathcal{T}_{t}^{\prime}} \boldsymbol{\Psi}_{\mathcal{T}_{t}}\right)^{-1} \boldsymbol{I}_{\mathcal{T}_{t}^{\prime}} \boldsymbol{\Psi}\left(\ell_{t}+\boldsymbol{v}_{t}\right) \tag{2.10}
\end{align*}
$$

and with $\left\|\boldsymbol{e}_{t}\right\|$ being small. Computing $\hat{\boldsymbol{\ell}}_{t}:=\boldsymbol{y}_{t}-\hat{\boldsymbol{x}}_{t}$, then also gives a good estimate of $\boldsymbol{\ell}_{t}$ that satisfies $\hat{\boldsymbol{\ell}}_{t}=\boldsymbol{\ell}_{t}+\boldsymbol{v}_{t}-\boldsymbol{e}_{t}$ with $\boldsymbol{e}_{t}$ as above.

The subspace update step uses $\hat{\ell}_{t}$ 's to update the subspace. Since $\boldsymbol{e}_{t}$ satisfies (2.10), $\boldsymbol{e}_{t}$ depends on $\boldsymbol{\ell}_{t}$; thus the error/noise, $\boldsymbol{v}_{t}-\boldsymbol{e}_{t}$, in the "observed data" $\hat{\boldsymbol{\ell}}_{t}$ used for the subspace update step depends on the true data $\ell_{t}$. Because of this, the subspace update does not involve a PCA or an incremental PCA problem in the traditionally studied setting (data and corrupting noise/error being independent or uncorrelated). It is, in fact, an instance of PCA when the noise/error, $\boldsymbol{v}_{t}-\boldsymbol{e}_{t}$, in the observed data $\hat{\ell}_{t}$ depends on the true data $\ell_{t}$. This problem was studied in [26, 27] where it was referred to as "correlated-PCA" or "PCA in data-dependent noise". Using this terminology, our subspace update problem (estimating $\boldsymbol{P}_{j}$ using $\hat{\boldsymbol{P}}_{j-1}$ ) is a problem of PCA in data-dependent noise with partial subspace knowledge. To simplify our analysis, we first study this more general problem and obtain a guarantee for it in Theorem 2.7 in Sec. 2.5.1. This theorem along with Lemma 2.15 (that analyzes the projected-CS step discussed above) help obtain a guarantee for the $k$-th projection-SVD step in Lemma 2.16. The $k=1$ and $k>1$ cases are handled separately. The main assumption required for applying Theorem 2.7 holds because $\boldsymbol{e}_{t}$ is sparse with support $\mathcal{T}_{t}$ that changes enough (max-outlier-frac-row ${ }^{\alpha}$ bound of Theorem 2.2 holds). The subspace deletion via simple SVD step of subspace update is studied in Lemma 2.17. This step solves a problem of PCA in data-dependent noise and so it directly uses the results from [27].

To understand the flow of the proof, consider the interval $\left[t_{j}, t_{j+1}\right)$. Assume that, before $t_{j}$, the previous subspace has been estimated with error $\tilde{\varepsilon}$, i.e., we have $\hat{\boldsymbol{P}}_{j-1}$ with $\operatorname{SE}\left(\hat{\boldsymbol{P}}_{j-1}, \boldsymbol{P}_{j-1}\right) \leq \tilde{\varepsilon}$. We explain below that this implies that, under the theorem's assumptions, we get $\operatorname{SE}\left(\hat{\boldsymbol{P}}_{j}, \boldsymbol{P}_{j}\right) \leq \tilde{\varepsilon}$ before $t_{j+1}$. We remove the subscripts $j$ in some of this discussion. Define the interval $\mathcal{J}_{k}:=$ $\left[t_{j}+(k-1) \alpha, t_{j}+k \alpha\right)$. Suppose also that $\boldsymbol{v}_{t}=0$.

1. Before the first projection-SVD step (which is done at $t=t_{j}+\alpha$ ), i.e., for $t \in \mathcal{J}_{1}$, we have no estimate of $\boldsymbol{P}_{\text {new }}$, and hence only a crude estimate of $\boldsymbol{P}_{\text {rot }}$. In particular, we can only get the bound $\operatorname{SE}\left(\hat{\boldsymbol{P}}_{(t)}, \boldsymbol{P}_{\text {rot }}\right)=\operatorname{SE}\left(\hat{\boldsymbol{P}}_{j-1}, \boldsymbol{P}_{\text {rot }}\right) \leq \tilde{\varepsilon}+|\sin \theta|$ for this interval.

- As a result, the bound on the "noise", $\boldsymbol{b}_{t}$, seen by the projected-CS step is also the largest for this interval, we have $\left\|\boldsymbol{b}_{t}\right\| \leq C\left(\tilde{\varepsilon} \sqrt{r \lambda^{+}}+|\sin \theta| \sqrt{\lambda_{\mathrm{ch}}}\right)$. Using the CS guarantee, followed by ensuring exact support recovery (as explained above), this implies that $\boldsymbol{e}_{t}$ satisfies (2.10) and that we get a similar bound on the final CS step error: $\left\|\boldsymbol{e}_{t}\right\| \leq$ $C\left(\tilde{\varepsilon} \sqrt{r \lambda^{+}}+0.11|\sin \theta| \sqrt{\lambda_{\mathrm{ch}}}\right)$. The factor of 0.11 in the second term of this bound is obtained because, for this interval, $\boldsymbol{\Psi}=\boldsymbol{I}-\hat{\boldsymbol{P}}_{j-1} \hat{\boldsymbol{P}}_{j-1}{ }^{\prime}$ and so $\boldsymbol{\Psi} \boldsymbol{P}_{\text {new }} \approx \boldsymbol{P}_{\text {new }}$ and $\boldsymbol{P}_{\text {new }}$ is dense, see (2.13). Thus one can show that $\left\|\boldsymbol{I}_{\mathcal{T}_{t}}{ }^{\prime} \boldsymbol{\Psi} \boldsymbol{P}_{\text {new }}\right\|_{2} \leq 0.11$.
- This bound on $\boldsymbol{e}_{t}$, along with using the critical fact that $\boldsymbol{e}_{\boldsymbol{t}}$ satisfies (2.10) (is sparse) and its support $\mathcal{T}_{t}$ changes enough (the max-outlier-frac-row ${ }^{\alpha}$ bound of Theorem 2.2 holds), ensures that we get a better estimate of $\boldsymbol{P}_{\text {rot }}$ after the first projection-SVD step. This is what allows us to apply Theorem 2.7. Using it we can show that $\operatorname{SE}\left(\hat{\boldsymbol{P}}_{(t)}, \boldsymbol{P}_{\text {rot }}\right)=$ $\mathrm{SE}\left(\left[\hat{\boldsymbol{P}}_{j-1}, \hat{\boldsymbol{P}}_{j, \text { rot }, 1}\right], \boldsymbol{P}_{\text {rot }}\right) \leq 0.1 \tilde{\varepsilon}+0.06|\sin \theta|$ for $t \in \mathcal{J}_{2}$. See proof of $k=1$ case of Lemma 2.16 and Fact 2.14.

2. Thus we have a much better estimate of $\boldsymbol{P}_{\text {rot }}$ for $t \in \mathcal{J}_{2}$ than for $\mathcal{J}_{1}$. Because of this, $\left\|\boldsymbol{b}_{\boldsymbol{t}}\right\|$ is smaller, and hence $\left\|\boldsymbol{e}_{t}\right\|$ is smaller for $t \in \mathcal{J}_{2}$. This, along with the sparsity and changing support, $\mathcal{T}_{t}$, of $\boldsymbol{e}_{t}$, ensures an even better estimate at the second projection-SVD step. We can show that $\operatorname{SE}\left(\hat{\boldsymbol{P}}_{(t)}, \boldsymbol{P}_{\text {rot }}\right)=\operatorname{SE}\left(\left[\hat{\boldsymbol{P}}_{j-1}, \hat{\boldsymbol{P}}_{j, \text { rot }, 2}\right], \boldsymbol{P}_{\text {rot }}\right) \leq 0.1 \tilde{\varepsilon}+0.5 \cdot 0.06|\sin \theta|$ for $t \in \mathcal{J}_{3}$. See proof of $k>1$ case of Lemma 2.16 and Fact 2.14
3. Proceeding this way, we show that $\operatorname{SE}\left(\hat{\boldsymbol{P}}_{(t)}, \boldsymbol{P}_{\text {rot }}\right)=\operatorname{SE}\left(\left[\hat{\boldsymbol{P}}_{j-1}, \hat{\boldsymbol{P}}_{j, \text { rot }, k}\right], \boldsymbol{P}_{\text {rot }}\right) \leq 0.1 \tilde{\varepsilon}+$ $0.5^{k-2}(0.06|\sin \theta|)$ after the $k$-th projection-SVD step. Picking $K$ appropriately, gives $\operatorname{SE}\left(\hat{\boldsymbol{P}}_{(t)}, \boldsymbol{P}_{\mathrm{rot}}\right) \leq \tilde{\varepsilon}$ after $K$ steps, i.e., at $t=t_{j}+K \alpha$. In all the above intervals, $\operatorname{SE}\left(\hat{\boldsymbol{P}}_{(t)}, \boldsymbol{P}_{(t)}\right) \leq \tilde{\varepsilon}+\operatorname{SE}\left(\hat{\boldsymbol{P}}_{(t)}, \boldsymbol{P}_{\text {rot }}\right)$. Thus at $t=t_{j}+K \alpha, \operatorname{SE}\left(\hat{\boldsymbol{P}}_{(t)}, \boldsymbol{P}_{(t)}\right) \leq 2 \tilde{\varepsilon}$.
4. At $t=t_{j}+K \alpha, \hat{\boldsymbol{P}}_{(t)}$ contains $(r+1)$ columns. The subspace re-estimation via simple SVD step re-estimates $\boldsymbol{P}_{j}$ in order to delete the deleted direction, $\boldsymbol{P}_{\text {del }}$, from $\hat{\boldsymbol{P}}_{(t)}$. The output of this step is $\hat{\boldsymbol{P}}_{j}$ (the final estimate of $\left.\operatorname{span}\left(\boldsymbol{P}_{j}\right)\right)$. Thus, at $t=t_{j}+K \alpha+\alpha, \hat{\boldsymbol{P}}_{(t)}=\hat{\boldsymbol{P}}_{j}$ and we can show that it satisfies $\operatorname{SE}\left(\hat{\boldsymbol{P}}_{(t)}, \boldsymbol{P}_{(t)}\right)=\operatorname{SE}\left(\hat{\boldsymbol{P}}_{j}, \boldsymbol{P}_{j}\right) \leq \tilde{\varepsilon}$. See Lemma 2.17. The re-estimation is done at this point because, for times $t$ in this interval, $\left\|\hat{\ell}_{t}-\ell_{t}\right\|=\left\|\boldsymbol{e}_{t}\right\| \leq 2.4 \tilde{\varepsilon}\left\|\ell_{t}\right\|$. For PCA in data-dependent noise, simple SVD needs $\alpha \geq(q / \epsilon)^{2} f^{2}(r \log n)$ where $q$ is the error/noise to signal ratio and $\epsilon$ is the final desired error level. For our problem, the "noise" is $\boldsymbol{e}_{t}$ and thus $q=2.4 \tilde{\varepsilon}$ and $\epsilon=\tilde{\varepsilon}$. Since $q / \epsilon$ is a constant, $\alpha \geq \alpha_{*}=C f^{2} r \log n$ suffices when simple SVD is applied at this time.

When $\boldsymbol{v}_{t} \neq 0$, almost all of the above discussion remains the same. The reason is this: in the main theorem, we assume $\left\|\boldsymbol{v}_{t}\right\|^{2} \leq 0.1 r \tilde{\varepsilon}^{2} \lambda^{+}$with $c<1$ and so even though we have to deal with $\boldsymbol{v}_{t}$ in $\boldsymbol{b}_{t}$ and $\boldsymbol{e}_{t}$ expressions, and in the $\alpha$ expression, the changes required are only to the numerical constants. In Corollary 2.3, we have carefully chosen the bound on $\left\|\boldsymbol{v}_{t}\right\|$ to equal the bound on $\left\|\boldsymbol{e}_{t}\right\|$ modulo constants. Thus, once again, only numerical constants change, everything else remains the same.

### 2.4.2 Why automatic subspace change detection and Automatic Simple-ReProCS works

The subspace change detection approach is summarized in Algorithm 4. This idea is motivated by a similar idea first used in our earlier works [16, 34]. The algorithm toggles between the "detect" phase and the "update" phase. It starts in the "detect" phase. If the $j$-th subspace change is detected at time $t$, we set $\hat{t}_{j}=t$. At this time, the algorithm enters the "update" (subspace update) phase. We then repeat the $K$ projection-SVD steps and the one subspace re-estimation via simple SVD step from Algorithm 1 with the following change: the $k$-th projection-SVD step is now done at $t=\hat{t}_{j}+k \alpha-1$ (instead of at $t=t_{j}+k \alpha-1$ ) and the subspace re-estimation is done at $t=\hat{t}_{j}+K \alpha+\alpha-1:=\hat{t}_{j, \text { fin }}$. Thus, at $t=\hat{t}_{j, \text { fin }}$, the subspace update is complete. At this time, the algorithm enters the "detect" phase again. To understand the change detection
strategy, consider the $j$-th subspace change. Assume that the previous subspace $\boldsymbol{P}_{j-1}$ has been accurately estimated by $t=\hat{t}_{j-1, \text { fin }}$ and that $\hat{t}_{j-1, f i n}<t_{j}$. Let $\hat{\boldsymbol{P}}_{*}:=\hat{\boldsymbol{P}}_{j-1}$ denote this estimate. At this time, the algorithm enters the "detect" phase in order to detect the next ( $j$-th) change. Let $\boldsymbol{B}_{t}:=\left(\boldsymbol{I}-\hat{\boldsymbol{P}}_{*} \hat{\boldsymbol{P}}_{*}{ }^{\prime}\right)\left[\hat{\boldsymbol{\ell}}_{t-\alpha+1}, \ldots, \hat{\ell}_{t}\right]$. For every $t=\hat{t}_{j-1, f i n}+u \alpha, u=1,2, \ldots$, we detect change by checking if the maximum singular value of $\boldsymbol{B}_{t}$ is above a pre-set threshold, $\sqrt{\omega_{\text {evals }} \alpha}$, or not.

We claim that, whp, under Theorem 2.2 assumptions, this strategy has no false detects and correctly detects change within a delay of at most $2 \alpha$ frames. The former is true because, for any $t$ for which $[t-\alpha+1, t] \subseteq\left[\hat{t}_{j-1, f i n}, t_{j}\right)$, all singular values of the matrix $\boldsymbol{B}_{t}$ will be close to zero (will be of order $\sqrt{\tilde{\varepsilon}}$ ) and hence its maximum singular value will be below $\sqrt{\omega_{\text {evals }} \alpha}$. Thus, whp, $\hat{t}_{j} \geq t_{j}$. To understand why the change is correctly detected within $2 \alpha$ frames, first consider $t=\hat{t}_{j-1, \text { fin }}+\left\lceil\frac{t_{j}-\hat{t}_{j-1, f i n}}{\alpha}\right\rceil \alpha:=t_{j, *}$. Since we assumed that $\hat{t}_{j-1, \text { fin }}<t_{j}$ (the previous subspace update is complete before the next change), $t_{j}$ lie in the interval $\left[t_{j, *}-\alpha+1, t_{j, *}\right]$. Thus, not all of the $\boldsymbol{\ell}_{t}$ 's in this interval will be generated from $\operatorname{span}\left(\boldsymbol{P}_{j}\right)$. Thus, depending on where in the interval $t_{j}$ lies, the algorithm may or may not detect the change at this time. However, in the next interval, i.e., for $t \in\left[t_{j, *}+1, t_{j, *}+\alpha\right]$, all of the $\boldsymbol{\ell}_{t}$ 's will be generated from $\operatorname{span}\left(\boldsymbol{P}_{j}\right)$. We can prove that, whp, $\boldsymbol{B}_{t}$ for this time $t$ will have maximum singular value that is above the threshold. Thus, if the change is not detected at $t_{j, *}$, whp, it will get detected at $t_{j, *}+\alpha$. Hence one can show that, whp, either $\hat{t}_{j}=t_{j, *}$, or $\hat{t}_{j}=t_{j, *}+\alpha$, i.e., $t_{j} \leq \hat{t}_{j} \leq t_{j}+2 \alpha$. To see the actual proof of these claims, please refer to Appendix 2.9 where we prove our main result without assuming $t_{j}$ known.

### 2.5 Proving Theorem 2.2 with assuming $\hat{t}_{j}=t_{j}$

In Table 2.4, we summarize all the new symbols and terms used in our proof. This, along with Table 2.3 given earlier, should help follow the proof details without having to refer back to earlier sections. To give a simpler proof first, we prove Theorem 2.2 under the assumption that $\hat{t}_{j}=t_{j}$ below. The proof without this assumption is given in Appendix 2.9. With assuming $\hat{t}_{j}=t_{j}$, we are studying Algorithm 1. Recall from Sec. 2.4 that the subspace update step involves solving a

Table 2.3: List of Symbols and Assumptions used in the Main Result 2.2, and Corollary 2.3. (Note: We show that whp, $\hat{t}_{j} \geq t_{j}$ and $\hat{t}_{j}+(K+1) \alpha \leq t_{j+1}$ and hence, whp, $\mathcal{J}_{0}, \mathcal{J}_{K+2}$ are non-empty intervals.

problem of PCA in data-dependent noise when partial subspace knowledge is available. We provide a guarantee for this problem in Sec. 2.5.1 and use it in our proof in Sec. 2.5.4.

For the entire proof we will use the equivalent subspace change model described in (2.5). Clearly $\left|\sin \theta_{j}\right| \leq \Delta$ by our assumption.

### 2.5.1 PCA in data-dependent noise with partial subspace knowledge

The Problem. We are given a set of $\alpha$ frames of observed data $\boldsymbol{y}_{t}:=\boldsymbol{\ell}_{t}+\boldsymbol{w}_{t}+\boldsymbol{z}_{t}$, with $\left\|\boldsymbol{z}_{t}\right\|^{2} \leq b_{z}^{2}$ and $\left\|\mathbb{E}\left[\boldsymbol{z}_{t} \boldsymbol{z}_{t}^{\prime}\right]\right\| \leq \lambda_{z}^{+}:=c_{1} b_{z}^{2} / r ; \boldsymbol{w}_{t}=\boldsymbol{M}_{t} \ell_{t}, \boldsymbol{\ell}_{t}=\boldsymbol{P} \boldsymbol{a}_{t}$ and with $\boldsymbol{P}$ satisfying

$$
\boldsymbol{P}=\left[\boldsymbol{P}_{\text {fix }}, \boldsymbol{P}_{\text {rot }}\right], \text { where } \boldsymbol{P}_{\text {rot }}:=\left(\boldsymbol{P}_{\mathrm{ch}} \cos \theta+\boldsymbol{P}_{\text {new }} \sin \theta\right),
$$

Table 2.4: List of symbols and their associated meaning for understanding the proof of Theorems 2.2 and 2.7. The complete definitions can be found in Definitions 2.12 and 2.20. We also provide the location of the proof for each of events/scalars where applicable in parenthesis.

| Symbol | Meaning |
| :---: | :---: |
| Preliminaries (Stated in Definitions 2.12 and 2.20) |  |
| $\theta:=\theta_{j}$ | Angle of $j$-th subspace change |
| $\boldsymbol{P}_{*}:=\boldsymbol{P}_{j-1}, \boldsymbol{P}_{\text {new }}:=\boldsymbol{P}_{j, \text { new }}, \boldsymbol{P}_{\mathrm{ch}}:=\boldsymbol{P}_{j-1, \mathrm{ch}}, \boldsymbol{P}_{\text {fix }}:=\boldsymbol{P}_{j-1, \mathrm{fix}}$ | Parts of the $j$-th subspace |
| $\boldsymbol{P}_{\mathrm{rot}}:=\boldsymbol{P}_{j, \mathrm{rot}}:=\left(\boldsymbol{P}_{\mathrm{ch}} \cos \theta+\boldsymbol{P}_{\text {new }} \sin \theta\right), \boldsymbol{P}:=\boldsymbol{P}_{j}$ |  |
| $\hat{\boldsymbol{P}}_{*}:=\hat{\boldsymbol{P}}_{j-1}, \hat{\boldsymbol{P}}:=\hat{\boldsymbol{P}}_{j}$ | Estimates of $j$-th subspace |
| $\hat{\boldsymbol{P}}_{\text {rot }, k}:=\hat{\boldsymbol{P}}_{j, \text { rot }, k}$ | $k$-th estimate of $\boldsymbol{P}_{\text {rot }}$. |
| $\boldsymbol{e}_{t}:=\boldsymbol{I}_{\mathcal{T}_{t}}\left(\boldsymbol{\Psi}_{\mathcal{T}_{t}}{ }^{\prime} \boldsymbol{\Psi}_{\mathcal{T}_{t}}\right)^{-1} \boldsymbol{I}_{\mathcal{T}_{t}}{ }^{\prime} \boldsymbol{\Psi}\left(\boldsymbol{\ell}_{t}+\boldsymbol{v}_{t}\right)$ (Proved in Lemma 2.15) | Expression for error, $\boldsymbol{e}_{t}=\hat{\boldsymbol{x}}_{t}-\boldsymbol{x}_{t}=\boldsymbol{\ell}_{t}-\hat{\boldsymbol{\ell}}+\boldsymbol{v}_{t}$ |
| Scalars (Derived in Fact 2.14) |  |
| $\zeta_{0}^{+}:=\tilde{\varepsilon}+\|\sin \theta\|$ | Bound on $\operatorname{SE}\left(\hat{\boldsymbol{P}}, \boldsymbol{P}_{*}\right)$, i.e., before subspace update |
| $\zeta_{1}^{+}:=0.4 \cdot 1.2((0.1+\tilde{\varepsilon})\|\sin \theta\|+\tilde{\varepsilon})+0.11 \tilde{\varepsilon}$ | Bound on $\operatorname{SE}\left(\left[\hat{\boldsymbol{P}}_{*}, \hat{\boldsymbol{P}}_{\text {rot, } 1}\right], \boldsymbol{P}_{\text {rot }}\right)$, i.e., after 1st subspace update |
| $\zeta_{k}^{+}:=0.4 \cdot\left(1.2 \zeta_{k-1}^{+}\right)+0.11 \tilde{\varepsilon}$ | Bound on $\operatorname{SE}\left(\left[\hat{\boldsymbol{P}}_{*}, \hat{\boldsymbol{P}}_{\text {rot }, k}\right], \boldsymbol{P}_{\text {rot }}\right)$, i.e., after $k$-th subspace update |
| Events $-t_{j}$ known (Proved in Sec. 2.5.4) |  |
| $\Gamma_{0}:=\left\{\mathrm{SE}\left(\hat{\boldsymbol{P}}_{*}, \boldsymbol{P}_{*}\right) \leq \tilde{\varepsilon}\right\}$ | Previous subspace, $\boldsymbol{P}_{*}$ is $\tilde{\varepsilon}$-accurately estimated |
| $\Gamma_{k}:=\Gamma_{k-1} \cap\left\{\mathrm{SE}\left(\left[\hat{\boldsymbol{P}}_{*}, \hat{\boldsymbol{P}}_{\text {rot }, k}\right], \boldsymbol{P}_{\text {rot }}\right) \leq \zeta_{k}^{+}\right\}$ | All $k$ subspace update steps work |
| $\Gamma_{K+1}:=\Gamma_{K} \cap\{\operatorname{SE}(\hat{\boldsymbol{P}}, \boldsymbol{P}) \leq \tilde{\varepsilon}\}$ | Current subspace, $\boldsymbol{P}$ is $\tilde{\varepsilon}$-accurately estimated |
| Events - $t_{j}$ unknown (This section is only used in Appendix 2.9) |  |
| $\hat{t}_{j-1, f i n}:=\hat{t}_{j-1}+(K+1) \alpha-1$ | Time at which deletion step is complete |
| $t_{j, *}=\hat{t}_{j-1, f i n}+\left\lceil\frac{t_{j}-\hat{t}_{j-1, f i n}}{\alpha}\right\rceil \alpha$ | First possible time instant at which subspace change can be detected |
| Det0 $:=\left\{\hat{t}_{j}=t_{j, *}\right\}$ (Proved in Appendix 2.9) | Subspace Change detected within $\alpha$-frames |
| Det1 $:=\left\{\hat{t}_{j}=t_{j, *}+\alpha\right\}$ (Proved in Appendix 2.9) | Subspace Change detected after $\alpha$, but before $2 \alpha$ frames |
| $\operatorname{ProjSVD}_{k}:=\left\{\mathrm{SE}\left(\left[\hat{\boldsymbol{P}}_{*}, \hat{\boldsymbol{P}}_{\text {rot }, k}\right]\right) \leq \zeta_{\text {rot }, k}^{+}\right\}$(Proved in Lemma 2.16) | $k$-th Proj SVD works |
| ProjSVD $:=\cap_{k=1}^{K} \operatorname{ProjSVD}_{k}$ | All $K$ Proj SVD steps work |
| Del $:=\{\mathrm{SE}(\hat{\boldsymbol{P}}, \boldsymbol{P}) \leq \tilde{\varepsilon}\}$ (Proved in Lemma 2.17) | Deletion Step works |
| NoFalseDets (Proved in Appendix 2.9) | No false detection of subspace change |
| $\Gamma_{0, \text { end }}:=\left\{\operatorname{SE}\left(\hat{\boldsymbol{P}}_{*}, \boldsymbol{P}_{*}\right) \leq \tilde{\varepsilon}\right\}$ (Proved in Claim 2.13) | Previous subspace estimated within $\tilde{\varepsilon}$-accuracy |
| $\Gamma_{j, \text { end }}$ (Proved in Claim 2.13) | All previous $j$ subspaces estimated within $\tilde{\varepsilon}$-accuracy |
| Notation for PCA in data-dependent noise: Theorem 2.7 (Proved in Appendix 2.10) |  |
| $\boldsymbol{y}_{t}=\ell_{t}+w_{t}+z_{t}$ | Observations: True data $-\ell_{t}=\boldsymbol{P} \boldsymbol{a}_{t}=\left[\boldsymbol{P}_{\mathrm{fix}}, \boldsymbol{P}_{\mathrm{rot}}\right] \boldsymbol{a}_{t}$; <br> Data-dep noise - $\boldsymbol{w}_{t}$; Modeling error $-\boldsymbol{z}_{t}$ |
| $\boldsymbol{w}_{t}=\boldsymbol{M}_{t} \boldsymbol{\ell}_{t}=\boldsymbol{M}_{2, t} \boldsymbol{M}_{1, t} \boldsymbol{\ell}_{t}$ | Data-dependent noise, |
| $\left\\|\boldsymbol{M}_{1, t} \boldsymbol{P}_{*}\right\\| \leq q_{0}$ and $\left\\|\boldsymbol{M}_{1, t} \boldsymbol{P}_{\text {rot }}\right\\| \leq q_{\text {rot }}$ | Assumptions on Data-dependency matrices |
| $\left\\|\boldsymbol{M}_{2, t}\right\\| \leq 1$ and $\left\\|\frac{1}{\alpha} \sum_{t} \boldsymbol{M}_{2, t} \boldsymbol{M}_{2, t}{ }^{\prime}\right\\| \leq b_{0}=0.01$ |  |
| $\left\\|\boldsymbol{z}_{t}\right\\| \leq b_{z}:=q_{0} \sqrt{r \lambda^{+}}+q_{\mathrm{rot}} \sqrt{\lambda_{\mathrm{ch}}}, \\| \mathbb{E}\left[\boldsymbol{z}_{t} \boldsymbol{z}_{t} \\| \leq \lambda_{z}^{+}:=b_{z}^{2} / r\right.$ | Assumptions on modeling error. |

$\boldsymbol{P}_{\text {fix }}=\left(\boldsymbol{P}_{*} \boldsymbol{U}_{0}\right) \boldsymbol{I}_{[1, r-1]}, \boldsymbol{P}_{\text {ch }}=\left(\boldsymbol{P}_{*} \boldsymbol{U}_{0}\right) \boldsymbol{I}_{r}$, and $\boldsymbol{U}_{0}$ is an $r \times r$ rotation matrix. Also, the $\boldsymbol{a}_{t}$ 's are zero mean, mutually independent, element-wise bounded r.v.'s with identical and diagonal covariance $\boldsymbol{\Lambda}$, and independent of the matrices $\boldsymbol{M}_{t}$. The matrices $\boldsymbol{M}_{t}$ are unknown.

Let $\mathcal{J}^{\alpha}$ denote the $\alpha$-frame time interval for which the $\boldsymbol{y}_{t}$ 's are available. We also have access to a partial subspace estimate $\hat{\boldsymbol{P}}_{*}$ that satisfies $\operatorname{SE}\left(\hat{\boldsymbol{P}}_{*}, \boldsymbol{P}_{*}\right) \leq \tilde{\varepsilon}$, and that is computed using data that is independent of the $\boldsymbol{\ell}_{t}$ 's (and hence of the $\boldsymbol{y}_{t}$ 's) for $t \in \mathcal{J}^{\alpha}$. The goal is to estimate $\operatorname{span}(\boldsymbol{P})$ using $\hat{\boldsymbol{P}}_{*}$ and the $\boldsymbol{y}_{t}{ }^{\prime}$ s for $t \in \mathcal{J}^{\alpha}$.

Projection-SVD / Projection-EVD. Let $\boldsymbol{\Phi}:=\boldsymbol{I}-\hat{\boldsymbol{P}}_{*} \hat{\boldsymbol{P}}_{*}{ }^{\prime}$. A natural way to estimate $\boldsymbol{P}$ is to first compute $\hat{\boldsymbol{P}}_{\text {rot }}$ as the top eigenvector of

$$
\boldsymbol{D}_{o b s}:=\frac{1}{\alpha} \sum_{t \in \mathcal{J}^{\alpha}} \boldsymbol{\Phi} \boldsymbol{y}_{t} \boldsymbol{y}_{t}^{\prime} \boldsymbol{\Phi}
$$

and set $\hat{\boldsymbol{P}}=\left[\hat{\boldsymbol{P}}_{*}, \hat{\boldsymbol{P}}_{\text {rot }}\right]$. We refer to this strategy as "projection-EVD" or "projection-SVD". In this paper, we are restricting ourselves to only one changed direction and hence we compute only the top eigenvector (or left singular vector) of $\boldsymbol{D}_{\text {obs }}$. In general if there were $r_{\mathrm{ch}}>1$ directions, we would compute all eigenvectors with eigenvalues above a threshold, see [22, 34].

The Guarantee. We can prove the following about projection-SVD.
Theorem 2.7. Consider the above setting for an $\alpha \geq \alpha_{0}$ where

$$
\alpha_{0}:=C \eta \max \left(f(r \log n), \eta f^{2}(r+\log n)\right)
$$

Assume that the $\boldsymbol{M}_{t}$ 's can be decomposed as $\boldsymbol{M}_{t}=\boldsymbol{M}_{2, t} \boldsymbol{M}_{1, t}$ where $\boldsymbol{M}_{2, t}$ is such that $\left\|\boldsymbol{M}_{2, t}\right\| \leq 1$ but

$$
\begin{equation*}
\left\|\frac{1}{\alpha} \sum_{t \in \mathcal{J}^{\alpha}} \boldsymbol{M}_{2, t} \boldsymbol{M}_{2, t}{ }^{\prime}\right\| \leq b_{0}=0.01 \tag{2.11}
\end{equation*}
$$

Let $q_{0}$ denote a bound on $\max _{t}\left\|\boldsymbol{M}_{1, t} \boldsymbol{P}_{*}\right\|$ and let $q_{\text {rot }}$ denote a bound on $\max _{t}\left\|\boldsymbol{M}_{1, t} \boldsymbol{P}_{\mathrm{rot}}\right\|$, i.e., we have $\left\|\boldsymbol{M}_{1, t} \boldsymbol{P}_{*}\right\| \leq q_{0}$ and $\left\|\boldsymbol{M}_{1, t} \boldsymbol{P}_{\mathrm{rot}}\right\| \leq q_{\mathrm{rot}}$ for all $t \in \mathcal{J}^{\alpha}$. Assume that

$$
\begin{array}{r}
q_{0} \leq 2 \tilde{\varepsilon}, q_{\mathrm{rot}} \leq 0.2|\sin \theta|, \tilde{\varepsilon} f \leq 0.01|\sin \theta|, \text { and } \\
b_{z} \leq C\left(q_{0} \sqrt{r \lambda^{+}}+q_{\mathrm{rot}} \sqrt{\lambda_{\mathrm{ch}}}\right) \tag{2.12}
\end{array}
$$

Define the event $\mathcal{E}_{*}:=\left\{\operatorname{SE}\left(\hat{\boldsymbol{P}}_{*}, \boldsymbol{P}_{*}\right) \leq \tilde{\varepsilon}\right\}$. The following hold.

1. Conditioned on $\mathcal{E}_{*}$, w.p. at least $1-12 n^{-12}$,

$$
\mathrm{SE}(\hat{\boldsymbol{P}}, \boldsymbol{P}) \leq \tilde{\varepsilon}+\mathrm{SE}\left(\hat{\boldsymbol{P}}, \boldsymbol{P}_{\mathrm{rot}}\right) \text { and }
$$

$$
\begin{aligned}
\mathrm{SE}\left(\hat{\boldsymbol{P}}, \boldsymbol{P}_{\mathrm{rot}}\right) & \leq(\tilde{\varepsilon}+|\sin \theta|) \frac{0.39 q_{\mathrm{rot}}+0.1 \tilde{\varepsilon}}{|\sin \theta|} \\
& \leq 1.01|\sin \theta| \frac{0.39 q_{\mathrm{rot}}+0.1 \tilde{\varepsilon}}{|\sin \theta|} \\
& <0.4 q_{\mathrm{rot}}+0.11 \tilde{\varepsilon} .
\end{aligned}
$$

2. Conditioned on $\mathcal{E}_{*}$, w.p. at least $1-12 n^{-12}$,

$$
\begin{aligned}
& \lambda_{\max }\left(\boldsymbol{D}_{\text {obs }}\right) \\
& \geq\left(0.97 \sin ^{2} \theta-0.4 q_{\mathrm{rot}}|\sin \theta|-0.15 \tilde{\varepsilon}|\sin \theta|\right) \lambda_{\mathrm{ch}} .
\end{aligned}
$$

For large $n, r, r \log n>r+\log n$. Thus the following simpler expression for $\alpha_{0}$ suffices: $\alpha \geq \alpha_{0}=$ $C \eta^{2} f^{2}(r \log n)$.

Remark 2.8. Theorem 2.7 holds even when $\mathcal{E}_{*}$ is replaced by $\mathcal{E}_{0}:=\mathcal{E}_{*} \cap \tilde{\mathcal{E}}(Z)$ where $\tilde{\mathcal{E}}(Z)$ is an event that depends on a r.v. $Z$ that is such that the pair $\left\{\hat{\boldsymbol{P}}_{*}, Z\right\}$ is still independent of the $\boldsymbol{\ell}_{t}$ 's (and hence of the $\boldsymbol{y}_{t}$ 's) for $t \in \mathcal{J}^{\alpha}$.

Proof. The proof follows using a careful application of the Davis-Kahan $\sin \theta$ theorem [9] followed by using matrix Bernstein [24] to bound the numerator terms in the $\sin \theta$ theorem bound and Vershynin's sub-Gaussian result [29] to bound the extra terms in its denominator. While the overall approach is similar to that used by [27] for the basic correlated-PCA problem, this proof requires significantly more work. We give the proof in Appendix 2.10. The most important idea in the proof is the use of Cauchy-Schwarz to show that the time-averaged projected-data - noise correlation and time-averaged noise power are both $\sqrt{b_{0}}$ times their instantaneous values. We explain this next.

In the result above, the bounds assumed in (2.12) are not critical. They only help to get a simple expression for the subspace error bound. As will be evident from the proof, we can also get
a (more complicated) guarantee without assuming (2.12), and with any value of $\rho_{\text {row }}$. The main assumption needed by Theorem 2.7 is (2.11) on the data-dependency matrices $\boldsymbol{M}_{t}$. This is required because the noise $\boldsymbol{w}_{t}$ depends on the true data $\boldsymbol{\ell}_{t}$ and hence the instantaneous values of both the noise power and of the signal-noise correlation (even after being projected orthogonal to $\hat{\boldsymbol{P}}_{*}$ ) can be large if $\lambda_{\mathrm{ch}}$ is large. However, (2.11) helps ensure that the time-averaged noise power and the time-averaged projected-signal-noise correlation are much smaller. Using the definitions of $q_{0}$ and $q_{\mathrm{rot}},\left\|\mathbb{E}\left[\boldsymbol{w}_{t} \boldsymbol{w}_{t}^{\prime}\right]\right\| \leq q_{0}^{2} \lambda^{+}+q_{\mathrm{rot}}^{2} \lambda_{\mathrm{ch}}:=c_{w}$ and $\left\|\mathbb{E}\left[\boldsymbol{\Phi} \boldsymbol{\ell}_{t} \boldsymbol{w}_{t}^{\prime}\right]\right\| \leq \tilde{\varepsilon} q_{0} \lambda^{+}+(\tilde{\varepsilon}+|\sin \theta|) q_{\mathrm{rot}} \lambda_{\mathrm{ch}}:=c_{w l}$. By appropriately applying Cauchy-Schwarz (Theorem 2.26),

$$
\begin{aligned}
& \left\|\frac{1}{\alpha} \sum_{t \in \mathcal{J}^{\alpha}} \mathbb{E}\left[\boldsymbol{w}_{t} \boldsymbol{w}_{t}^{\prime}\right]\right\| \leq \sqrt{b_{0}} c_{w} \text { and } \\
& \left\|\frac{1}{\alpha} \sum_{t \in \mathcal{J}^{\alpha}} \mathbb{E}\left[\boldsymbol{\Phi} \boldsymbol{\ell}_{t} \boldsymbol{w}_{t}^{\prime} \boldsymbol{\Phi}\right]\right\| \leq \sqrt{b_{0}} c_{w l} .
\end{aligned}
$$

Since $b_{0}=0.01$, both bounds are 0.1 times their instantaneous values. See proof of Lemma 2.24 for their derivation.

For our problem, (2.11) holds because we can let $\boldsymbol{M}_{2, t}=\boldsymbol{I}_{\mathcal{T}_{t}}$ and $\boldsymbol{M}_{1, t}$ as the rest of the matrix multiplying $\ell_{t}$ in (2.10). Then, using the bound on outlier fractions per row from Theorem 2.2, it is not hard to see that $\left\|\frac{1}{\alpha} \sum_{t} \boldsymbol{M}_{2, t} \boldsymbol{M}_{2, t^{\prime}}\right\| \leq \rho_{\text {row }}$. We state this formally next in Lemma 2.9.

Lemma 2.9. Assume that the max-outlier-frac-row ${ }^{\alpha}$ bound of Theorem 2.2 holds. Then, for any $\alpha$-length interval $\mathcal{J}^{\alpha} \subseteq\left[t_{1}, d\right]$,

$$
\begin{aligned}
&\left\|\frac{1}{\alpha} \sum_{t \in \mathcal{J}^{\alpha}} \boldsymbol{I}_{\mathcal{T}_{t}} \boldsymbol{I}_{\mathcal{T}_{t}}\right\|=\gamma\left(\mathcal{J}^{\alpha}\right) \leq \text { max-outlier-frac-row } \\
& \\
& \leq \rho_{\mathrm{row}}=0.01 / f^{2} \leq 0.01=b_{0} .
\end{aligned}
$$

Proof of Lemma 2.9. The proof is straightforward. Let $\boldsymbol{C}_{t}:=\boldsymbol{I}_{\mathcal{T}_{t}} \boldsymbol{I}_{\mathcal{T}_{t}}{ }^{\prime}$. Then,

$$
\boldsymbol{C}_{t}=\operatorname{diag}\left(\left(c_{t}\right)_{1},\left(c_{t}\right)_{2}, \cdots,\left(c_{t}\right)_{n}\right)
$$

where

$$
\left(c_{t}\right)_{i}=\left\{\begin{array}{ll}
1, & \text { if } i \in \mathcal{T}_{t} \\
0, & \text { if } i \notin \mathcal{T}_{t}
\end{array}=\mathbb{1}_{\left\{i \in \mathcal{T}_{t}\right\}} .\right.
$$

Since each $\boldsymbol{C}_{t}$ is diagonal, so is $\frac{1}{\alpha} \sum_{t \in \mathcal{J}^{\alpha}} \boldsymbol{C}_{t}$. The latter has diagonal entries given by

$$
\left(\frac{1}{\alpha} \sum_{t} \boldsymbol{C}_{t}\right)_{i, i}=\frac{1}{\alpha} \sum_{t \in \mathcal{J}^{\alpha}}\left(c_{t}\right)_{i}=\frac{1}{\alpha} \sum_{t \in \mathcal{J}^{\alpha}} \mathbb{1}_{\left\{i \in \mathcal{T}_{t}\right\}}
$$

Thus,

$$
\begin{array}{r}
\left\|\frac{1}{\alpha} \sum_{t} \boldsymbol{C}_{t}\right\|=\max _{i=1,2, \ldots, n}\left|\left(\frac{1}{\alpha} \sum_{t} \boldsymbol{C}_{t}\right)_{i, i}\right| \\
=\max _{i=1,2, \ldots, n} \frac{1}{\alpha} \sum_{t \in \mathcal{J}^{\alpha}} \mathbb{1}_{\left\{i \in \mathcal{T}_{t}\right\}}=\gamma\left(\mathcal{J}^{\alpha}\right)
\end{array}
$$

where $\gamma\left(\mathcal{J}^{\alpha}\right)$ defined in (2.7) is the outlier fraction per row of $\boldsymbol{X}_{\mathcal{J}^{\alpha}}$. From Theorem 2.2, this is bounded by $\rho_{\text {row }}$.

### 2.5.2 Two simple lemmas from [22]

The following two lemmas taken from [22] will be used in proving the main lemmas that together imply Theorem 2.2 with $\hat{t}_{j}=t_{j}$.

Lemma 2.10. [22, Lemma 2.10] Suppose that $\boldsymbol{P}, \hat{\boldsymbol{P}}$ and $\boldsymbol{Q}$ are three basis matrices. Also, $\boldsymbol{P}$ and $\hat{\boldsymbol{P}}$ are of the same size, $\boldsymbol{Q}^{\prime} \boldsymbol{P}=\mathbf{0}$ and $\left\|\left(\boldsymbol{I}-\hat{\boldsymbol{P}} \hat{\boldsymbol{P}}^{\prime}\right) \boldsymbol{P}\right\|=\zeta_{*}$. Then,

1. $\left\|\left(\boldsymbol{I}-\hat{\boldsymbol{P}} \hat{\boldsymbol{P}}^{\prime}\right) \boldsymbol{P} \boldsymbol{P}^{\prime}\right\|=\left\|\left(\boldsymbol{I}-\boldsymbol{P} \boldsymbol{P}^{\prime}\right) \hat{\boldsymbol{P}} \hat{\boldsymbol{P}}^{\prime}\right\|=\left\|\left(\boldsymbol{I}-\boldsymbol{P} \boldsymbol{P}^{\prime}\right) \hat{\boldsymbol{P}}\right\|=\left\|\left(\boldsymbol{I}-\hat{\boldsymbol{P}} \hat{\boldsymbol{P}}^{\prime}\right) \boldsymbol{P}\right\|=\zeta_{*}$
2. $\left\|\boldsymbol{P} \boldsymbol{P}^{\prime}-\hat{\boldsymbol{P}} \hat{\boldsymbol{P}}^{\prime}\right\| \leq 2\left\|\left(\boldsymbol{I}-\hat{\boldsymbol{P}} \hat{\boldsymbol{P}}^{\prime}\right) \boldsymbol{P}\right\|=2 \zeta_{*}$
3. $\left\|\hat{\boldsymbol{P}}^{\prime} \boldsymbol{Q}\right\| \leq \zeta_{*}$
4. $\sqrt{1-\zeta_{*}^{2}} \leq \sigma_{i}\left(\left(\boldsymbol{I}-\hat{\boldsymbol{P}} \hat{\boldsymbol{P}}^{\prime}\right) \boldsymbol{Q}\right) \leq 1$

Lemma 2.11. [22, Lemma 3.7] For an $n \times r$ basis matrix $\boldsymbol{P}$,

1. $\max _{|\mathcal{T}| \leq s}\left\|\boldsymbol{I}_{\mathcal{T}^{\prime}} \boldsymbol{P}\right\|^{2} \leq s \max _{i=1,2, \ldots, r}\left\|\boldsymbol{I}_{i}{ }^{\prime} \boldsymbol{P}\right\|^{2}$
2. $\delta_{s}\left(\boldsymbol{I}-\boldsymbol{P} \boldsymbol{P}^{\prime}\right)=\max _{|\mathcal{T}| \leq s} \| \boldsymbol{I}_{\mathcal{T}} \boldsymbol{P}^{2}$
3. If $\boldsymbol{P}=\left[\boldsymbol{P}_{1}, \boldsymbol{P}_{2}\right]$ then $\left\|\boldsymbol{I}_{\mathcal{T}}{ }^{\prime} \boldsymbol{P}\right\|^{2} \leq\left\|\boldsymbol{I}_{\mathcal{T}^{\prime}} \boldsymbol{P}_{1}\right\|^{2}+\left\|\boldsymbol{I}_{\mathcal{T}^{\prime}} \boldsymbol{P}_{2}\right\|^{2}$. Also, $\left\|\boldsymbol{I}_{\mathcal{T}^{\prime}} \boldsymbol{P}_{1}\right\|^{2} \leq\left\|\boldsymbol{I}_{\mathcal{T}}{ }^{\prime} \boldsymbol{P}\right\|^{2}$.

Recall that $\delta_{s}(\boldsymbol{M})$ is the s-restricted isometry constant [4] of a matrix $\boldsymbol{M}$, i.e., it is the smallest real number for which the following holds for all s-sparse vectors $\boldsymbol{z}:\left(1-\delta_{s}\right)\|\boldsymbol{z}\|^{2} \leq\|\boldsymbol{M} \boldsymbol{z}\|^{2} \leq$ $\left(1+\delta_{s}\right)\|\boldsymbol{z}\|^{2}$.

### 2.5.3 Definitions and main claim needed for Theorem 2.2 and Corollary 2.3 with

$$
\hat{t}_{j}=t_{j}
$$

Definition 2.12. We will use the following definitions in our proof.

1. Let $\theta:=\theta_{j}, \boldsymbol{P}_{*}:=\boldsymbol{P}_{j-1}, \boldsymbol{P}_{\mathrm{new}}:=\boldsymbol{P}_{j, \text { new }}, \boldsymbol{P}_{\mathrm{ch}}:=P_{j-1, \mathrm{ch}}, \boldsymbol{P}_{\mathrm{rot}}:=\boldsymbol{P}_{j, \mathrm{rot}}:=\left(\boldsymbol{P}_{\mathrm{ch}} \cos \theta+\right.$ $\left.\boldsymbol{P}_{\text {new }} \sin \theta\right), \boldsymbol{P}:=\boldsymbol{P}_{j}$. Similarly define $\hat{\boldsymbol{P}}_{*}:=\hat{\boldsymbol{P}}_{j-1}, \hat{\boldsymbol{P}}:=\hat{\boldsymbol{P}}_{j}$, and let $\hat{\boldsymbol{P}}_{\mathrm{rot}, k}:=\hat{\boldsymbol{P}}_{j, \mathrm{rot}, k}$ denote the $k$-th estimate of $\boldsymbol{P}_{\mathrm{rot}}$ with $\hat{\boldsymbol{P}}_{\mathrm{rot}, 0}=[$.$] .$
2. The scalars

$$
\begin{aligned}
\zeta_{0}^{+} & :=\tilde{\varepsilon}+|\sin \theta|, \\
\zeta_{1}^{+} & :=0.4 \cdot 1.2((0.1+\tilde{\varepsilon})|\sin \theta|+\tilde{\varepsilon})+0.11 \tilde{\varepsilon} \text { and } \\
\zeta_{k}^{+} & :=0.4 \cdot\left(1.2 \zeta_{k-1}^{+}\right)+0.11 \tilde{\varepsilon} \text { for } k=2,3, \ldots, K
\end{aligned}
$$

We will show that these are high probability bounds on $\mathrm{SE}\left(\left[\hat{\boldsymbol{P}}_{*}, \hat{\boldsymbol{P}}_{\mathrm{rot}, k}\right], \boldsymbol{P}_{\mathrm{rot}}\right)$.
3. The events
$\Gamma_{0}:=\left\{\operatorname{SE}\left(\hat{\boldsymbol{P}}_{*}, \boldsymbol{P}_{*}\right) \leq \tilde{\varepsilon}\right\}:$ clearly $\Gamma_{0}$ implies that $\mathrm{SE}\left(\hat{\boldsymbol{P}}_{*}, \boldsymbol{P}_{\mathrm{rot}}\right) \leq \zeta_{0}^{+}:=\tilde{\varepsilon}+|\sin \theta|$,
$\Gamma_{k}:=\Gamma_{k-1} \cap\left\{\mathrm{SE}\left(\left[\hat{\boldsymbol{P}}_{*}, \hat{\boldsymbol{P}}_{\mathrm{rot}, k}\right], \boldsymbol{P}_{\mathrm{rot}}\right) \leq \zeta_{k}^{+}\right\}$for $k=1,2, \ldots, K$, and
$\Gamma_{K+1}:=\Gamma_{K} \cap\{\operatorname{SE}(\hat{\boldsymbol{P}}, \boldsymbol{P}) \leq \tilde{\varepsilon}\}$.
4. The time intervals:
$\mathcal{J}_{k}:=\left[t_{j}+(k-1) \alpha, t_{j}+k \alpha\right)$ for $k=1,2, \ldots, K$ : the projection-SVD intervals,
$\mathcal{J}_{K+1}:=\left[t_{j}+K \alpha, t_{j}+(K+1) \alpha\right)$ : the subspace re-estimation interval,
$\mathcal{J}_{K+2}:=\left[t_{j}+K \alpha+\alpha, t_{j+1}\right):$ the interval when the current subspace update is complete and before the next change.

We first prove the SE bounds of Theorem 2.2. With these, the other bounds follow easily. To obtain the SE bounds, we will be done if we prove the following claim.

Claim 2.13. Given $\operatorname{SE}\left(\hat{\boldsymbol{P}}_{*}, \boldsymbol{P}_{*}\right) \leq \tilde{\varepsilon}$, w.p. at least $1-(K+1) 12 n^{-12}$,

1. $\mathrm{SE}\left(\hat{\boldsymbol{P}}_{*}, \boldsymbol{P}_{\mathrm{rot}}\right) \leq \zeta_{0}^{+}, \mathrm{SE}\left(\left[\hat{\boldsymbol{P}}_{*}, \hat{\boldsymbol{P}}_{\text {rot }, 1}\right], \boldsymbol{P}_{\text {rot }}\right) \leq \zeta_{1}^{+}$,
2. for $k>1, \operatorname{SE}\left(\left[\hat{\boldsymbol{P}}_{*}, \hat{\boldsymbol{P}}_{\text {rot }, k}\right], \boldsymbol{P}_{\text {rot }}\right) \leq \zeta_{k}^{+}$,
3. and so $\operatorname{SE}\left(\left[\hat{\boldsymbol{P}}_{*}, \hat{\boldsymbol{P}}_{\mathrm{rot}, K}\right], \boldsymbol{P}_{\mathrm{rot}}\right) \leq \zeta_{K}^{+} \leq \tilde{\varepsilon}$ (using definition of $K$ ) and $\mathrm{SE}\left(\left[\hat{\boldsymbol{P}}_{*}, \hat{\boldsymbol{P}}_{\mathrm{rot}, K}\right], \boldsymbol{P}\right) \leq 2 \tilde{\varepsilon}$.
4. Further, after the deletion step, $\operatorname{SE}(\hat{\boldsymbol{P}}, \boldsymbol{P}) \leq \tilde{\varepsilon}$.

Proving the above claim is equivalent to showing that $\operatorname{Pr}\left(\Gamma_{K+1} \mid \Gamma_{0}\right) \geq 1-(K+1) 12 n^{-12}$.

This claim is an easy consequence of the three main lemmas and Fact 2.14 given below. Fact 2.14 provides simple upper bounds on $\zeta_{k}^{+}$that will be used at various places. The first lemma, Lemma 2.15 , shows that, assuming that the "subspace estimates so far are good enough", the projected CS step "works" for the next $\alpha$ frames, i.e., for all $t \in \mathcal{J}_{k}, \hat{\mathcal{T}}_{t}=\mathcal{T}_{t}$; $\boldsymbol{e}_{t}$ is sparse and supported on $\mathcal{T}_{t}$ and satisfies (2.10), and $\left\|\boldsymbol{e}_{t}\right\|$ is bounded. The second lemma, Lemma 2.16, uses Lemma 2.15 and Theorem 2.7 to show that, assuming that the "subspace estimates so far are good enough", with high probability (whp), the subspace estimate at the next projection-SVD step is even better than the previous ones. Applying Lemma 2.16 for each $k=1,2, \ldots, K$ proves the first two parts of Claim 2.13. The third part follows easily from the first two and the definition of $K$. The fourth part follows using Lemma 2.17, which shows that, assuming that the $K$-th projection-SVD step produces a subspace estimate that is within $2 \tilde{\varepsilon}$ of the true subspace, the subspace re-estimation step returns an estimate that is within $\tilde{\varepsilon}$ of the true subspace.

Fact 2.14. Using $\tilde{\varepsilon} \leq \tilde{\varepsilon} f \leq 0.01|\sin \theta|$,

1. $\zeta_{0}^{+}:=\tilde{\varepsilon}+|\sin \theta| \leq 1.01|\sin \theta|$,
2. $\zeta_{1}^{+}:=0.4 \cdot 1.2((0.1+\tilde{\varepsilon})|\sin \theta|+\tilde{\varepsilon})+0.11 \tilde{\varepsilon} \leq 0.06|\sin \theta|$,
3. $\zeta_{k}^{+}:=0.4 \cdot 1.2 \zeta_{k-1}^{+}+0.11 \tilde{\varepsilon} \leq 0.5^{k-1} \zeta_{1}^{+}+\frac{0.11}{1-0.5} \tilde{\varepsilon} \leq 0.5^{k-1}(0.06|\sin \theta|)+0.11 \tilde{\varepsilon} \leq 0.03|\sin \theta|$

This claim essentially implies Theorem 2.2 and Corollary 2.3 with $\hat{t}_{j}=t_{j}$. We prove these without this assumption in Appendix 2.9.

### 2.5.4 The three main lemmas needed to prove the main claim and their proofs

Lemma 2.15 (Projected CS). Recall from Sec. 2.5 that $s$ is an upper bound on $\left|\mathcal{T}_{t}\right|$. Under assumptions of Theorem 2.2 or or Corollary 2.3, the following hold for $k=1,2, \ldots, K+2$. Let $\boldsymbol{\Psi}_{1}:=\boldsymbol{I}-\hat{\boldsymbol{P}}_{*} \hat{\boldsymbol{P}}_{*}^{\prime}, \boldsymbol{\Psi}_{k}:=\boldsymbol{I}-\hat{\boldsymbol{P}}_{*} \hat{\boldsymbol{P}}_{*}^{\prime}-\hat{\boldsymbol{P}}_{\mathrm{rot}, k-1} \hat{\boldsymbol{P}}_{\mathrm{rot}, k-1}{ }^{\prime}$ for $k=2,3, \ldots, K+1$, and $\boldsymbol{\Psi}_{K+2}:=\boldsymbol{I}-\hat{\boldsymbol{P}} \hat{\boldsymbol{P}}^{\prime}$. From Algorithm 1,

$$
\boldsymbol{\Psi}=\boldsymbol{\Psi}_{k} \quad \text { for } t \in \mathcal{J}_{k}, k=1,2, \ldots, K+2 .
$$

Assume that $\Gamma_{k-1}$ holds. Then,

1. $\max _{|\mathcal{T}| \leq 2 s}\left\|\boldsymbol{I}_{\mathcal{T}} \hat{\boldsymbol{P}}_{*}\right\| \leq 0.3+\tilde{\varepsilon} \leq 0.31$.
2. $\max _{|\mathcal{T}| \leq 2 s}\left\|\boldsymbol{I}_{\mathcal{T}}^{\prime} \hat{\boldsymbol{P}}_{\text {rot }, k-1}\right\| \leq 0.1+\tilde{\varepsilon}+\frac{\zeta_{k-1}^{+}+\tilde{\varepsilon}}{|\sin \theta|} \leq 0.1+0.01+0.04<0.15$.
3. $\delta_{2 s}\left(\Psi_{1}\right) \leq 0.31^{2}<0.12, \delta_{2 s}\left(\Psi_{k}\right) \leq 0.31^{2}+0.15^{2}<0.12$ for $k=2,3, \ldots, K+2$,
4. for all $t \in \mathcal{J}_{k},\left\|\left(\mathbf{\Psi}_{\mathcal{T}_{t}}{ }^{\prime} \boldsymbol{\Psi}_{\mathcal{T}_{t}}\right)^{-1}\right\| \leq 1.2$
5. for all $t \in \mathcal{J}_{k}, \hat{\mathcal{T}}_{t}=\mathcal{T}_{t}$
6. for all $t \in \mathcal{J}_{k}, \boldsymbol{e}_{t}:=\hat{\boldsymbol{x}}_{t}-\boldsymbol{x}_{t}=\boldsymbol{\ell}_{t}-\hat{\boldsymbol{\ell}}_{t}+\boldsymbol{v}_{t}$ satisfies (2.10) with $\boldsymbol{\Psi}=\boldsymbol{\Psi}_{k}$ for $t \in \mathcal{J}_{k}$
7. for $t \in \mathcal{J}_{1},\left\|e_{t}\right\| \leq 2.4 \sqrt{\eta}\left(\tilde{\varepsilon} \sqrt{r \lambda^{+}}+0.11 \Delta \sqrt{\lambda_{\mathrm{ch}}}\right)$;

$$
\begin{aligned}
& \text { for } t \in \mathcal{J}_{k},\left\|\boldsymbol{e}_{t}\right\| \leq 2.4 \sqrt{\eta}\left(\tilde{\varepsilon} \sqrt{r \lambda^{+}}+\zeta_{k-1}^{+} \sqrt{\lambda_{\mathrm{ch}}}\right) \text { for } k=2,3, \ldots K \\
& \text { for } t \in \mathcal{J}_{K+1},\left\|\boldsymbol{e}_{t}\right\| \leq 4.8 \sqrt{\eta} \tilde{\varepsilon} \sqrt{r \lambda^{+}} \\
& \text {for } t \in \mathcal{J}_{K+2},\left\|\boldsymbol{e}_{t}\right\| \leq 2.4 \sqrt{\eta} \tilde{\varepsilon} \sqrt{r \lambda^{+}}
\end{aligned}
$$

Proof. Since the noise bound of Theorem 2.2 is much smaller or equal to those assumed by Corollary 2.3 , if we can prove the latter, we would have also proved the former. Using the first claim of Lemma 2.11, the max-outlier-frac-col bound of Theorem 2.2 and the incoherence assumption (2.6) imply that, for any set $\mathcal{T}$ with $|\mathcal{T}| \leq 2 s$,

$$
\begin{equation*}
\left\|\boldsymbol{I}_{\mathcal{T}}^{\prime} \boldsymbol{P}_{*}\right\| \leq 0.1<0.3 \text { and }\left\|\boldsymbol{I}_{\mathcal{T}}^{\prime} \boldsymbol{P}_{\text {new }}\right\| \leq 0.1 \tag{2.13}
\end{equation*}
$$

(In order to simplify our assumptions, we have simplified the incoherence/denseness assumption from what it was in the original version of this work; as a result, even the first term above is bounded by 0.1 (not 0.3 as before). To not have to change the rest of the proof given below, we still use the 0.3 bound in the writing below). Using (2.13), for any set $\mathcal{T}$ with $|\mathcal{T}| \leq 2 s$,

$$
\begin{align*}
\left\|\boldsymbol{I}_{\mathcal{T}} \hat{\boldsymbol{P}}_{*}\right\| & \leq\left\|\boldsymbol{I}_{\mathcal{T}}{ }^{\prime}\left(\boldsymbol{I}-\boldsymbol{P}_{*} \boldsymbol{P}_{*}{ }^{\prime}\right) \hat{\boldsymbol{P}}_{*}\right\|+\left\|\boldsymbol{I}_{\mathcal{T}^{\prime}} \boldsymbol{P}_{*} \boldsymbol{P}_{*}{ }^{\prime} \hat{\boldsymbol{P}}_{*}\right\| \\
& \leq\left\|\left(\boldsymbol{I}-\boldsymbol{P}_{*} \boldsymbol{P}_{*}{ }^{\prime}\right) \hat{\boldsymbol{P}}_{*}\right\|+\left\|\boldsymbol{I}_{\mathcal{T}^{\prime}} \boldsymbol{P}_{*}\right\| \\
& =\left\|\left(\boldsymbol{I}-\hat{\boldsymbol{P}}_{*} \hat{\boldsymbol{P}}_{*}{ }^{\prime}\right) \boldsymbol{P}_{*}\right\|+0.3 \\
& \leq \tilde{\varepsilon}+0.3 \leq 0.31 . \tag{2.14}
\end{align*}
$$

The second row used (2.13) and the following: since $\hat{\boldsymbol{P}}_{*}$ and $\boldsymbol{P}_{*}$ have the same dimension, $\mathrm{SE}\left(\boldsymbol{P}_{*}, \hat{\boldsymbol{P}}_{*}\right)=\mathrm{SE}\left(\hat{\boldsymbol{P}}_{*}, \boldsymbol{P}_{*}\right)$ (follows by Lemma 2.10, item 1). The third row follows using the definition of event $\Gamma_{k-1}$. Proceeding similarly for $\hat{\boldsymbol{P}}_{\text {rot }, k-1}$ and $\boldsymbol{P}_{\text {new }}$ (both have the same dimension),

$$
\begin{aligned}
\left\|\boldsymbol{I}_{\mathcal{T}}{ }^{\prime} \hat{\boldsymbol{P}}_{\mathrm{rot}, k-1}\right\| & \leq\left\|\left(\boldsymbol{I}-\boldsymbol{P}_{\mathrm{new}} \boldsymbol{P}_{\mathrm{new}}{ }^{\prime}\right) \hat{\boldsymbol{P}}_{\mathrm{rot}, k-1}\right\|+\left\|\boldsymbol{I}_{\mathcal{T}^{\prime}} \boldsymbol{P}_{\mathrm{new}}\right\| \\
& =\left\|\left(\boldsymbol{I}-\hat{\boldsymbol{P}}_{\mathrm{rot}, k-1} \hat{\boldsymbol{P}}_{\mathrm{rot}, k-1}{ }^{\prime}\right) \boldsymbol{P}_{\mathrm{new}}\right\|+0.1 \\
& \leq\left\|\left(\boldsymbol{I}-\hat{\boldsymbol{P}}_{*} \hat{\boldsymbol{P}}_{*}^{\prime}-\hat{\boldsymbol{P}}_{\mathrm{rot}, k-1} \hat{\boldsymbol{P}}_{\text {rot }, k-1}{ }^{\prime}\right) \boldsymbol{P}_{\mathrm{new}}\right\| \\
& +\left\|\hat{\boldsymbol{P}}_{*}^{\prime} \boldsymbol{P}_{\mathrm{new}}\right\|+0.1 \\
& \leq \frac{\zeta_{k-1}^{+}+\tilde{\varepsilon}}{|\sin \theta|}+\tilde{\varepsilon}+0.1 \leq 0.04+0.01+0.1 \\
& \leq 0.15 .
\end{aligned}
$$

The second row used item 1 of Lemma 2.10 and (2.13). The third row used triangle inequality. The last row follows using $\boldsymbol{P}_{\text {new }}=\frac{\boldsymbol{P}_{\mathrm{rot}}-\boldsymbol{P}_{\mathrm{ch}} \cos \theta}{\sin \theta}$ and the definition of event $\Gamma_{k-1}$. Using this, triangle inequality and $|\cos \theta| \leq 1$, we bound the first term. Using item 3 of Lemma 2.10, we bound the second term. The final bounds use Fact 2.14.

To get the above bound, we use $\boldsymbol{P}_{\text {new }}$ (and not $\boldsymbol{P}_{\text {rot }}$ ) because $\left\|\hat{\boldsymbol{P}}_{*}{ }^{\prime} \boldsymbol{P}_{\text {new }}\right\| \leq \tilde{\varepsilon}$ since $\boldsymbol{P}_{*}$ is orthogonal to $\boldsymbol{P}_{\text {new }}$. But we do not have a small upper bound on $\left\|\hat{\boldsymbol{P}}_{*}{ }^{\prime} \boldsymbol{P}_{\text {rot }}\right\|$.

The third claim follows using the first two claims and Lemma 2.11. The fourth claim follows from the third claim as follows:

$$
\begin{aligned}
\left\|\left(\mathbf{\Psi}_{\mathcal{T}_{t}^{\prime}} \boldsymbol{\Psi}_{\mathcal{T}_{t}}\right)^{-1}\right\| \leq \frac{1}{1-\delta_{s}(\mathbf{\Psi})} & \leq \frac{1}{1-\delta_{2 s}(\boldsymbol{\Psi})} \\
& \leq \frac{1}{1-0.12}<1.2
\end{aligned}
$$

The last three claims follow the approach of the proof of [22, Lemma 6.4]. There are minor differences because we set $\xi$ a little differently now and because we assume $\boldsymbol{v}_{t} \neq 0$. We provide the proof in Appendix 2.13.

Lemma 2.16 (Projection-SVD). Under the assumptions of Theorem 2.2 or Corollary 2.3, the following holds for $k=1,2, \ldots K$. Conditioned on $\Gamma_{k-1}$, w.p. at least $1-12 n^{-12}$, $\mathrm{SE}\left(\left[\hat{\boldsymbol{P}}_{*}, \hat{\boldsymbol{P}}_{\text {rot }, k}\right], \boldsymbol{P}_{\text {rot }}\right) \leq \zeta_{k}^{+}$, i.e., $\Gamma_{k}$ holds.

Proof. Since the noise bound of Theorem 2.2 is much smaller or equal to those assumed by Corollary 2.3 , if we can prove the latter, we would have also proved the former.

Assume that $\Gamma_{k-1}$ holds. The proof first uses Lemma 2.15 to get an expression for $\boldsymbol{e}_{t}=\boldsymbol{\ell}_{t}-\hat{\boldsymbol{\ell}}_{t}+\boldsymbol{v}_{t}$ and then applies Theorem 2.7 with the modification given in Remark 2.8. Using Lemma 2.15, for all $t \in \mathcal{J}_{k}$,

$$
\begin{aligned}
\hat{\boldsymbol{\ell}}_{t}=\boldsymbol{\ell}_{t}-\boldsymbol{e}_{t}+\boldsymbol{v}_{t} & =\boldsymbol{\ell}_{t}-\boldsymbol{I}_{\mathcal{T}_{t}}\left(\boldsymbol{\Psi}_{\mathcal{T}_{t}}{ }^{\prime} \boldsymbol{\Psi}_{\mathcal{T}_{t}}\right)^{-1} \boldsymbol{I}_{\mathcal{T}_{t}}{ }^{\prime} \boldsymbol{\Psi}\left(\boldsymbol{\ell}_{t}+\boldsymbol{v}_{t}\right)+\boldsymbol{v}_{t} \\
& :=\boldsymbol{\ell}_{t}-\boldsymbol{e}_{l, t}-\boldsymbol{e}_{v, t}+\boldsymbol{v}_{t}
\end{aligned}
$$

where $\boldsymbol{\Psi}=\boldsymbol{I}-\hat{\boldsymbol{P}}_{*} \hat{\boldsymbol{P}}_{*}^{\prime}-\hat{\boldsymbol{P}}_{\text {rot }, k-1} \hat{\boldsymbol{P}}_{\text {rot }, k-1}{ }^{\prime}$ with $\hat{\boldsymbol{P}}_{\text {rot }, 0}=[$.$] .$
In the $k$-th projection-SVD step, we use these $\hat{\boldsymbol{\ell}}_{t}^{\prime}$ 's and $\hat{\boldsymbol{P}}_{*}$ to get a new estimate of $\boldsymbol{P}_{\text {rot }}$ using projection-SVD. To bound $\operatorname{SE}\left(\left[\hat{\boldsymbol{P}}_{*}, \hat{\boldsymbol{P}}_{\text {rot }, k}\right], \boldsymbol{P}_{\text {rot }}\right)$, we apply Theorem 2.7 (Remark 2.8$)^{11}$ with $\mathcal{E}_{0} \equiv \Gamma_{k-1}, \boldsymbol{y}_{t} \equiv \hat{\ell}_{t}, \boldsymbol{w}_{t} \equiv-\boldsymbol{e}_{l, t}, \boldsymbol{z}_{t} \equiv-\boldsymbol{e}_{v, t}+\boldsymbol{v}_{t}, \alpha \geq \alpha_{0} \equiv \alpha_{*}$, and $\mathcal{J}^{\alpha} \equiv \mathcal{J}_{k}$. We can let $\boldsymbol{M}_{2, t}=-\boldsymbol{I}_{\mathcal{T}_{t}}$ which implies $b_{0} \equiv$ max-outlier-frac-row ${ }^{\alpha}$ and $\boldsymbol{M}_{1, t}=\left(\boldsymbol{\Psi} \mathcal{T}_{t}^{\prime} \boldsymbol{\Psi}_{\mathcal{T}_{t}}\right)^{-1} \boldsymbol{I}_{\mathcal{T}_{t}}{ }^{\prime} \boldsymbol{\Psi}$. Using the max-outlier-frac-row ${ }^{\alpha}$ bound of Theorem 2.2 and Lemma 2.9, the main assumption needed by

[^10]Theorem 2.7, (2.11), holds. With $\boldsymbol{P}=\boldsymbol{P}_{j}$ satisfying (2.5), and $\alpha_{*}$ defined in (2.9), all the key assumptions of Theorem 2.7 hold. The simpler expression of $\alpha_{*}$ suffices because we treat $\eta$ as a numerical constant and so $f^{2}(r \log n)>f^{2}(r+\log n)$ for large $n, r$.

We now just need to compute $q_{0}$ and $q_{\text {rot }}$ for each $k$, ensure that they satisfy (2.12), and apply the result. The computation for $k=1$ is different from the rest. When $k=1, \boldsymbol{\Psi}=\boldsymbol{I}-\hat{\boldsymbol{P}}_{*} \hat{\boldsymbol{P}}_{*}{ }^{\prime}$. Thus, using item 4 of Lemma 2.15 and the definition of event $\Gamma_{k-1},\left\|\boldsymbol{M}_{1, t} \boldsymbol{P}_{*}\right\| \leq 1.2 \tilde{\varepsilon}=q_{0}, q_{0}<2 \tilde{\varepsilon}$, and

$$
\begin{aligned}
\left\|\boldsymbol{M}_{1, t} \boldsymbol{P}_{\text {rot }}\right\| & \leq 1.2\left(\left\|\boldsymbol{I}_{\mathcal{T}_{t}}^{\prime}\left(\boldsymbol{I}-\hat{\boldsymbol{P}}_{*} \hat{\boldsymbol{P}}_{*}^{\prime}\right) \boldsymbol{P}_{\text {new }}\right\||\sin \theta|+\tilde{\varepsilon}\right) \\
& \leq 1.2\left(\left\|\boldsymbol{I}_{\mathcal{T}_{t}}^{\prime} \boldsymbol{P}_{\text {new }}\right\|+\left\|\hat{\boldsymbol{P}}_{*}^{\prime} \boldsymbol{P}_{\text {new }}\right\|\right)|\sin \theta|+1.2 \tilde{\varepsilon} \\
& \leq 1.2((0.1+\tilde{\varepsilon})|\sin \theta|+\tilde{\varepsilon})=q_{\text {rot }} .
\end{aligned}
$$

The third row follows using (2.13) and $\left\|\hat{\boldsymbol{P}}_{*}{ }^{\prime} \boldsymbol{P}_{\text {new }}\right\| \leq \tilde{\varepsilon}$ (folows by item 3 of Lemma 2.10). Using $\tilde{\varepsilon} \leq \tilde{\varepsilon} f \leq 0.01|\sin \theta|$, clearly $q_{\text {rot }}<0.2|\sin \theta|$. Finally, in this interval, the bound on $b_{z}$ is satisfied since $b_{z}=b_{v, t}$ and the expression for $b_{v, t}$ in $\mathcal{J}_{1}$ is equal to the required upper bound on $b_{z}$. Applying Theorem 2.7, $\operatorname{SE}\left(\left[\hat{\boldsymbol{P}}_{*}, \hat{\boldsymbol{P}}_{\text {rot }, 1}\right], \boldsymbol{P}_{\text {rot }}\right) \leq 0.4 q_{\mathrm{rot}}+0.11 \tilde{\varepsilon}=0.4 \cdot 1.2((0.1+\tilde{\varepsilon})|\sin \theta|+\tilde{\varepsilon})+0.11 \tilde{\varepsilon}=\zeta_{1}^{+}$.

Consider $k>1$. Now $\boldsymbol{\Psi}=\boldsymbol{I}-\hat{\boldsymbol{P}}_{*} \hat{\boldsymbol{P}}_{*}^{\prime}-\hat{\boldsymbol{P}}_{\text {rot }, k-1} \hat{\boldsymbol{P}}_{\text {rot }, k-1}{ }^{\prime}$. With this, we still have $\left\|\boldsymbol{M}_{1, t} \boldsymbol{P}_{*}\right\| \leq$ $1.2 \tilde{\varepsilon}=q_{0}$ and $q_{0}<2 \tilde{\varepsilon}$. But, to bound $\left\|\boldsymbol{M}_{1, t} \boldsymbol{P}_{\text {rot }}\right\|$ we cannot use the approach that worked for $k=1$. The reason is that $\left\|\left[\hat{\boldsymbol{P}}_{*}, \hat{\boldsymbol{P}}_{\text {rot }, k-1}\right]^{\prime} \boldsymbol{P}_{\text {new }}\right\|$ is not small. However, instead, we can now use the fact that $\left[\hat{\boldsymbol{P}}_{*}, \hat{\boldsymbol{P}}_{\text {rot }, k-1}\right]$ is a good estimate of $\boldsymbol{P}_{\text {rot }}$, with $\mathrm{SE}\left(\left[\hat{\boldsymbol{P}}_{*}, \hat{\boldsymbol{P}}_{\text {rot }, k-1}\right], \boldsymbol{P}_{\text {rot }}\right) \leq \zeta_{k-1}^{+}$(from definition of event $\left.\Gamma_{k-1}\right)$. Thus,

$$
\begin{align*}
\left\|\boldsymbol{M}_{1, t} \boldsymbol{P}_{\mathrm{rot}}\right\| & \leq 1.2 \mathrm{SE}\left(\left[\hat{\boldsymbol{P}}_{*}, \hat{\boldsymbol{P}}_{\mathrm{rot}, k-1}\right], \boldsymbol{P}_{\mathrm{rot}}\right)  \tag{2.15}\\
& \leq 1.2 \zeta_{k-1}^{+}=q_{\mathrm{rot}} .
\end{align*}
$$

By Fact 2.14, $q_{\mathrm{rot}}<0.2|\sin \theta|$. Even in this interval, the required bound on $b_{z}$ holds. Thus, applying Theorem 2.7, $\operatorname{SE}\left(\left[\hat{\boldsymbol{P}}_{*}, \hat{\boldsymbol{P}}_{\mathrm{rot}, k}\right], \boldsymbol{P}_{\mathrm{rot}}\right) \leq 0.4 q_{\mathrm{rot}}+0.11 \tilde{\varepsilon}=0.4 \cdot 1.2 \zeta_{k-1}^{+}+0.11 \tilde{\varepsilon}=\zeta_{k}^{+}$.

Lemma 2.17 (Simple SVD based subspace re-estimation). Under the assumptions of Theorem 2.2 or Corollary 2.3, the following holds. Conditioned on $\Gamma_{K}$, w.p. at least $1-12 n^{-12}, \operatorname{SE}(\hat{\boldsymbol{P}}, \boldsymbol{P}) \leq \tilde{\varepsilon}$, i.e., $\Gamma_{K+1}$ holds.

Proof. Assume that $\Gamma_{K}$ holds. Using Lemma 2.15, for all $t \in \mathcal{J}_{K+1}$,

$$
\begin{aligned}
\hat{\boldsymbol{\ell}}_{t}=\boldsymbol{\ell}_{t}-\boldsymbol{e}_{t}+\boldsymbol{v}_{t} & =\boldsymbol{\ell}_{t}-\boldsymbol{I}_{\mathcal{T}_{t}}\left(\boldsymbol{\Psi}_{\mathcal{T}_{t}}{ }^{\prime} \boldsymbol{\Psi}_{\mathcal{T}_{t}}\right)^{-1} \boldsymbol{I}_{\mathcal{T}_{t}}{ }^{\prime} \boldsymbol{\Psi}\left(\boldsymbol{\ell}_{t}+\boldsymbol{v}_{t}\right)+\boldsymbol{v}_{t} \\
& :=\boldsymbol{\ell}_{t}-\boldsymbol{e}_{l, t}-\boldsymbol{e}_{v, t}+\boldsymbol{v}_{t}
\end{aligned}
$$

where $\boldsymbol{\Psi}=\boldsymbol{I}-\hat{\boldsymbol{P}}_{*} \hat{\boldsymbol{P}}_{*}^{\prime}-\hat{\boldsymbol{P}}_{\text {rot }, K} \hat{\boldsymbol{P}}_{\text {rot }, K^{\prime}}$. Re-estimating the entire subspace using simple SVD applied to these $\hat{\boldsymbol{\ell}}_{t}$ 's is an instance of correlated-PCA with $\boldsymbol{y}_{t} \equiv \hat{\ell}_{t}, \boldsymbol{w}_{t} \equiv-\boldsymbol{e}_{l, t}$ and $\boldsymbol{z}_{t} \equiv-\boldsymbol{e}_{v, t}+\boldsymbol{v}_{t}$. We can apply the following result for correlated-PCA [27, Theorem 2.13] to bound $\operatorname{SE}(\hat{\boldsymbol{P}}, \boldsymbol{P})$. Recall $\hat{\boldsymbol{P}}$ contains the top $r$ eigenvectors of $\sum_{t \in \mathcal{J}_{K+1}} \hat{\ell}_{t} \hat{\ell}_{t}^{\prime}$. The following is a simplified version of [27, Theorem 2.13]. It follows by upper bounding $\lambda_{z, \boldsymbol{P}, \boldsymbol{P}_{\perp}}$ and $\lambda_{z, \text { rest }}^{+}$by $\lambda_{z}^{+}$and lower bound $\lambda_{z, \boldsymbol{P}}^{-}$by zero in [27, Theorem 2.13].

Theorem 2.18. For $t \in \mathcal{J}^{\alpha}$, we are given data vectors $\boldsymbol{y}_{t}:=\boldsymbol{\ell}_{t}+\boldsymbol{w}_{t}+\boldsymbol{z}_{t}$ where $\boldsymbol{w}_{t}=\boldsymbol{M}_{t} \boldsymbol{\ell}_{t}, \boldsymbol{\ell}_{t}=\boldsymbol{P a} \boldsymbol{a}_{t}$ and $\boldsymbol{z}_{t}$ is small unstructured noise. Let $\hat{\boldsymbol{P}}$ be the matrix of top $r$ eigenvectors of $\frac{1}{\alpha} \sum_{t \in \mathcal{J}^{\alpha}} \boldsymbol{y}_{t} \boldsymbol{y}_{t}{ }^{\prime}$. Assume that $\boldsymbol{M}_{t}$ can be decomposed as $\boldsymbol{M}_{t}=\boldsymbol{M}_{2, t} \boldsymbol{M}_{1, t}$ so that $\left\|\boldsymbol{M}_{2, t}\right\| \leq 1$ but $\left\|\frac{1}{\alpha} \sum_{t} \boldsymbol{M}_{2, t} \boldsymbol{M}_{2, t}{ }^{\prime}\right\| \leq$ $b$ for $a b<1$. Let $q$ be an upper bound on $\max _{t \in \mathcal{J}^{\alpha}}\left\|\boldsymbol{M}_{1, t} \boldsymbol{P}\right\|$. We assume that $\left\|\boldsymbol{z}_{t}\right\| \leq b_{z}$ and define $\left\|\mathbb{E}\left[\boldsymbol{z}_{t} \boldsymbol{z}_{t}^{\prime}\right]\right\| \leq \lambda_{z}^{+}:=b_{z}^{2} / r$. For an $\varepsilon_{S E}>0$, define

$$
\begin{aligned}
\alpha_{0}:=C \eta \max & \left(f^{2}(r \log n) \frac{q^{2}}{\varepsilon_{\mathrm{SE}}^{2}},\right. \\
& \left.\frac{\lambda_{z}^{+} q^{2}}{\lambda^{-} \varepsilon_{\mathrm{SE}}^{2}} f r(\log n), \eta f^{2}(r \log 9+10 \log n)\right) .
\end{aligned}
$$

If $\alpha \geq \alpha_{0}$, and $3 \sqrt{b} q f+\frac{\lambda_{z}^{+}}{\lambda^{-}} \leq 0.46 \varepsilon_{\mathrm{SE}}$, then, w.p. at least $1-12 n^{-12}, \mathrm{SE}(\hat{\boldsymbol{P}}, \boldsymbol{P}) \leq \varepsilon_{\mathrm{SE}}$. .
Apply the above result with $\boldsymbol{y}_{t} \equiv \hat{\boldsymbol{\ell}}_{t}, \boldsymbol{w}_{t} \equiv-\boldsymbol{e}_{l, t}, \boldsymbol{z}_{t} \equiv-\boldsymbol{e}_{v, t}+\boldsymbol{v}_{t}, \alpha \geq \alpha_{*}$, and $\mathcal{J}^{\alpha} \equiv \mathcal{J}_{K+1}$. From the expression for $\boldsymbol{e}_{t}$, we can let $\boldsymbol{M}_{2, t} \equiv-\boldsymbol{I}_{\mathcal{T}_{t}}, \boldsymbol{M}_{1, t} \equiv\left(\boldsymbol{\Psi}_{\mathcal{T}_{t}} \boldsymbol{\Psi}_{\mathcal{T}_{t}}\right)^{-1} \boldsymbol{I}_{\mathcal{T}_{t}}{ }^{\prime} \boldsymbol{\Psi}$. Next we compute $q$. Since $\Gamma_{K}$ holds, $\mathrm{SE}\left(\left[\hat{\boldsymbol{P}}_{*}, \hat{\boldsymbol{P}}_{\text {rot }, K}\right], \boldsymbol{P}\right) \leq \tilde{\varepsilon}+\zeta_{K}^{+} \leq 2 \tilde{\varepsilon}$. Thus, $\left\|\boldsymbol{M}_{1, t} \boldsymbol{P}\right\| \leq 1.2 \mathrm{SE}\left(\left[\hat{\boldsymbol{P}}_{*}, \hat{\boldsymbol{P}}_{\text {rot }, K}\right], \boldsymbol{P}\right) \leq 1.2 \cdot 2 \tilde{\varepsilon}=q$. The final desired error is $\varepsilon_{\mathrm{SE}}=\tilde{\varepsilon}$. Using Lemma 2.9 and the max-outlier-frac-row ${ }^{\alpha}$ bound from

Theorem 2.2, the bound on the time-average of $\boldsymbol{M}_{2, t} \boldsymbol{M}_{2, t^{\prime}}$ holds with $b \equiv \rho_{\text {row }}=\frac{0.01}{f^{2}}<\frac{0.5^{2}}{(3 \cdot 2 \cdot 4 f)^{2}}$. Also, in this interval $b_{z}^{2}=C r \lambda^{+}$and so $\lambda_{z}=C \lambda^{+}$and thus the second term in the $\alpha_{0}$ expression equals the first term. The third term can of course be ignored in the large $n, r$ regime. Applying the above result with $\varepsilon_{\text {SE }}=\tilde{\varepsilon}$, and $q=2.4 \tilde{\varepsilon}$, we conclude the following: for $\alpha \geq \alpha_{*}$, w.p. at least $1-12 n^{-12}, \operatorname{SE}(\hat{\boldsymbol{P}}, \boldsymbol{P}) \leq \tilde{\varepsilon}$. The simpler expression of $\alpha_{*}$ suffices because $\eta$ is treated as a numerical constant and so $f^{2}(r \log n)>f^{2}(r+\log n)$ for large $n, r$. Also under the assumption of Corollary 2.3 , the second term is dominated by the first term.

Proof of Claim 2.13. Lemma 2.16 tells us that $\operatorname{Pr}\left(\Gamma_{k} \mid \Gamma_{k-1}\right) \geq 1-12 n^{-12}$. Lemma 2.17 tells us that $\operatorname{Pr}\left(\Gamma_{K+1} \mid \Gamma_{K}\right) \geq 1-12 n^{-12}$. Thus, $\operatorname{Pr}\left(\Gamma_{K+1} \mid \Gamma_{0}\right)=\operatorname{Pr}\left(\Gamma_{K+1}, \Gamma_{K}, \ldots \Gamma_{1} \mid \Gamma_{0}\right)=$ $\operatorname{Pr}\left(\Gamma_{1} \mid \Gamma_{0}\right) \operatorname{Pr}\left(\Gamma_{2} \mid \Gamma_{1}\right) \ldots \operatorname{Pr}\left(\Gamma_{K+1} \mid \Gamma_{K}\right) \geq\left(1-12 n^{-12}\right)^{K}\left(1-12 n^{-12}\right)$. since $\Gamma_{K+1} \subseteq \Gamma_{K} \subseteq \Gamma_{K-1} \cdots \subseteq$ $\Gamma_{0}$. The result follows since $\left(1-12 n^{-12}\right)^{K}\left(1-12 n^{-12}\right) \geq 1-(K+1) 12 n^{-12}$.

Proof of Theorem 2.2 with $\hat{t}_{j}=t_{j}$. Define the events $\Gamma_{1,0}:=\left\{\operatorname{SE}\left(\hat{\boldsymbol{P}}_{0}, \boldsymbol{P}_{0}\right) \leq \tilde{\varepsilon}\right\}, \Gamma_{j, k}:=\Gamma_{j, k-1} \cap$ $\left\{\operatorname{SE}\left(\left[\hat{\boldsymbol{P}}_{j-1}, \hat{\boldsymbol{P}}_{j, \text { rot }, k}\right]\right) \leq \zeta_{k}^{+}\right\}$, for $k=1,2, \ldots, K, \Gamma_{j, K+1}:=\Gamma_{j, K} \cap\left\{\operatorname{SE}\left(\hat{\boldsymbol{P}}_{j}, \boldsymbol{P}_{j}\right) \leq \tilde{\varepsilon}\right\}$ and $\Gamma_{j+1,0}:=\Gamma_{j, K+1}$. We can state and prove Lemmas 2.16 and 2.17 with $\Gamma_{k}$ replaced by $\Gamma_{j, k}$. Then Claim 2.13 implies that $\operatorname{Pr}\left(\Gamma_{j, K+1} \mid \Gamma_{j, 0}\right) \geq 1-12 n^{-12}$. Using $\Gamma_{J, K+1} \subseteq \Gamma_{J-1, K+1} \cdots \subseteq$ $\Gamma_{1, K+1} \subseteq \Gamma_{1,0}$ and $\Gamma_{j+1,0}:=\Gamma_{j, K+1}, \operatorname{Pr}\left(\Gamma_{J, K+1} \mid \Gamma_{1,0}\right)=\operatorname{Pr}\left(\Gamma_{J, K+1}, \Gamma_{J-1, K+1}, \ldots \Gamma_{1, K+1} \mid \Gamma_{1,0}\right)=$ $\operatorname{Pr}\left(\Gamma_{1, K+1} \mid \Gamma_{1,0}\right) \operatorname{Pr}\left(\Gamma_{2, K+1} \mid \Gamma_{2,0}\right) \ldots \operatorname{Pr}\left(\Gamma_{J, K+1} \mid \Gamma_{J, 0}\right) \geq\left(1-(K+1) 12 n^{-12}\right)^{J} \geq 1-J(K+1) 12 n^{-12} \geq$ $1-d n^{-12}$.

Event $\Gamma_{J, K+1}$ implies that $\Gamma_{j, k}$ holds for all $j$ and for all $k$. Thus, all the SE bounds given in Theorem 2.2 hold. Using Lemma 2.15, $\hat{\mathcal{T}}_{t}=\mathcal{T}_{t}$ for all the time intervals of interest, and the bounds on $\left\|\boldsymbol{e}_{t}\right\|$ hold.

### 2.6 Empirical Evaluation

In this section we illustrate the superiority of s-ReProCS over existing state of the art methods on synthetic and real data. In particular, we consider the task of background subtraction. All time comparisons are performed on a Desktop Computer with Intel ${ }^{\circledR}$ Xeon E3-1240 8-core

CPU @ 3.50 GHz and 32 GB RAM. And all experiments with synthetic data are averaged over 100 independent trials. All codes are available at https://github.com/praneethmurthy/ReProCS.

Similar experiments have been shown in the earlier ReProCS works (original-ReProCS) [22, 11, $16,34]$. The purpose of this section is to illustrate that, even though s-ReProCS is much simpler, is provably faster and memory efficient, and provably works under much simpler assumptions, its experimental performance is still similar to that of original-ReProCS. It outperforms existing works for the same classes of videos and simulated data for which original-reprocs outperforms them.

### 2.6.1 Synthetic Data

Our first simulation experiment is done to illustrate the advantage of s-ReProCS over existing batch and online RPCA techniques. As explained earlier, because s-ReProCS exploits dynamics (slow subspace change), it is provably able to tolerate a much larger fraction of outliers per row than all the existing techniques without needing uniformly randomly generated support sets. When the number of subspace changes, $J$, is large, it also tolerates a significantly larger fraction of outliers per column. The latter is hard to demonstrate via simulations (making $J$ large will require a very long sequence). Thus we demonstrate only the former. Our second experiment shows results with using an i.i.d. Bernoulli model on support change (which is the model assumed in the other works).

One practical instance where outlier fractions per row can be larger than those per column is in the case of video moving objects that are either occasionally static or slow moving [16, 34]. The outlier support model for our first and second experiments is inspired by this example and the model used in $[16,34]$. It models a 1D video consisting of a person/object of length $s$ pacing up and down in a room with frequent stops. The object is static for $\beta$ frames at a time and then moves down. It keeps moving down for a period of $\tau$ frames, after which it turns back up and does the same thing in the other direction. We let $\beta=\left\lceil c_{0} \tau\right\rceil$ for a $c_{0}<1$. With this model, for any interval of the form $\left[\left(k_{1}-1\right) \tau+1, k_{2} \tau\right]$ for $k_{1}, k_{2}$ integers, the outlier fraction per row is bounded by $c_{0}$. For any general interval of length $\alpha \geq \tau$, this max-outlier-frac-row ${ }^{\alpha}$ is still bounded by $2 c_{0}$ while max-outlier-frac-col is bounded by $s / n$.

Model 2.19. Let $\beta=\left\lceil c_{0} \tau\right\rceil$. Assume that the $\mathcal{T}_{t}$ satisfies the following. For the first $\tau$ frames (downward motion),

$$
\mathcal{T}_{t}= \begin{cases}{[1, s],} & t \in[1, \beta] \\ {[s+1,2 s],} & t \in[\beta+1,2 \beta] \\ \vdots & \\ {\left[\left(1 / c_{0}-1\right) s+1, s / c_{0}\right],} & t \in[\tau-\beta+1, \tau]\end{cases}
$$

for the next $\tau$ frames (upward motion), $\mathcal{T}_{t}=$

$$
\begin{cases}{\left[\left(1 / c_{0}-1\right) s+1, s / c_{0}\right],} & t \in[\tau+1, \tau+\beta] \\ {\left[\left(1 / c_{0}-2\right) s+1,\left(1 / c_{0}-1\right) s\right],} & t \in[\tau+\beta+1, \tau+2 \beta] \\ \vdots & \\ {[1, s],} & t \in[2 \tau-\beta+1,2 \tau]\end{cases}
$$

Starting at $t=2 \tau+1$, the above pattern is repeated every $2 \tau$ frames until the end, $t=d$.

This model is motivated by the model assumed for the guarantees in older works [16, 34]. The above model is one practically motivated way to simulate data that is not not generated uniformly at random (or as i.i.d. Bernoulli, which is approximately the same as the uniform model for large $n$ ). It also provides a way to generate data with a different bounds on outlier fractions per row and per column. The maximum outlier fraction per column is $s / n$. For any time interval of length $\alpha \geq \tau$, the outlier fraction per row is bounded by $2 c_{0}$. Thus, for Theorem 2.2, with this model, $\rho_{\text {row }}=2 c_{0} / f^{2}$. By picking $2 c_{0}$ larger than $s / n$ we can ensure larger outlier fractions per row than per column.

We compare Algorithm 4 and its offline counterpart with three of the batch methods with provably guarantees discussed in Sec. 2.2.3-PCP [5], AltProj [20] and RPCA-GD [33] - and with two recently proposed online algorithms known to have good experimental performance and for which code was available - ORPCA [10] and GRASTA [12]. The code for all these techniques are cloned from the Low-Rank and Sparse library (https://github.com/andrewssobral/lrslibrary).

$$
\begin{aligned}
& \bigcirc \text { GRASTA } \quad \square \text { ORPCA }-\oplus-\mathrm{s} \text {-ReProCS } \triangle-\text { NORST } \\
& \text { © ( Offline-NORST } \rightarrow \text { *- Alt Proj } \_ \text {RPCA-GD }
\end{aligned}
$$

(a) $\operatorname{SE}\left(\hat{\boldsymbol{P}}_{(t)}, \boldsymbol{P}_{(t)}\right)$
(b) $\frac{\left\|\hat{\ell}_{t}-\ell_{t}\right\|_{2}^{2}}{\left\|\ell_{t}\right\|_{2}^{2}}$

(c)


(d)


Figure 2.2: First row ((a), (b)): Illustrate the subspace error and the normalized $\boldsymbol{\ell}_{t}$ error for $n=5000$ and outlier supports generated using Model 2.19. Both the metrics are plotted every $k \alpha-1$ time-frames. The results are averaged over 100 iterations. Second row ((c), (d)) illustrate the subspace error and the normalized $\boldsymbol{\ell}_{t}$ error for $n=500$ and Bernoulli outlier support model. They are plotted every $k \alpha-1$ time-frames. The plots clearly corroborates the nearly-exponential decay of the subspace error as well as the error in $\boldsymbol{\ell}_{t}$.

For generating data we used $d=8000, t_{\text {train }}=500, J=2, r=5, f=16$ with $t_{1}=1000$, $\theta_{1}=30^{\circ}, t_{2}=4300, \theta_{2}=1.01 \theta_{1}$ and varying $n$. The $\boldsymbol{a}_{t}$ 's are zero mean i.i.d uniform random variables generated exactly as described before and so is $\boldsymbol{P}_{(t)}$. We generated a basis matrix $\boldsymbol{Q}$ by ortho-normalizing the first $r+2$ columns of a $n \times n$ i.i.d. standard Gaussian matrix. For $t \in\left[1, t_{1}\right)$, we set $\boldsymbol{P}_{(t)}=\boldsymbol{P}_{0}$ with $\boldsymbol{P}_{0}$ being the first $r$ columns of $\boldsymbol{Q}$. We let $\boldsymbol{P}_{1, \text { new }}$ be $(r+1)$-th column of $\boldsymbol{Q}$, and rotated it in using (2.5) with $\boldsymbol{U}_{1}=\boldsymbol{I}$ and with angle $\theta_{1}$ to get $\boldsymbol{P}_{1}$. We set $\boldsymbol{P}_{(t)}=\boldsymbol{P}_{1}$ for $t \in\left[t_{1}, t_{2}\right)$. We set $\boldsymbol{P}_{2, \text { new }}$ to be the last column of $\boldsymbol{Q}, \boldsymbol{U}_{2}=\boldsymbol{I}$, and rotate using angle $\theta_{2}$ just as done in the first subspace change and finally for $t \in\left[t_{2}, d\right]$ we set $\boldsymbol{P}_{(t)}=\boldsymbol{P}_{2}$. At all times $t$, we let $\boldsymbol{\ell}_{t}=\boldsymbol{P}_{(t)} \boldsymbol{a}_{t}$

Table 2.5: Average subspace error $\operatorname{SE}\left(\hat{\boldsymbol{P}}_{(t)}, \boldsymbol{P}_{(t)}\right)$ and time comparison for different values of signal size $n$. The values in brackets denote average time taken per frame (- indicates that the algorithm does not work).

|  | ReProCS | GRASTA | ORPCA | Offline ReProCS | PCP | AltProj | RPCA-GD |
| :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- |
| $n=500\left(\right.$ in $\left.10^{-4} s\right)$ | $\mathbf{0 . 0 6 6}(\mathbf{3 . 1})$ | $0.996(2.8)$ | $0.320(10)$ | $\mathbf{8 . 2 5 \times \mathbf { 1 0 } ^ { - \mathbf { 5 } } ( \mathbf { 6 . 3 } )}$ | $1.00(51)$ | $0.176(104)$ | $0.215(454)$ |
| $n=500$, Bern. $\left(\right.$ in $\left.10^{-4} s\right)$ | $\mathbf{0 . 0 4 4}(\mathbf{4 . 8})$ | $0.747(1.9)$ | $0.078(1.8)$ | $\mathbf{3 . 9 \times \mathbf { 1 0 } ^ { - \mathbf { 7 } } ( \mathbf { 9 . 2 } )}$ | $1.2 \times 10^{-4}(395)$ | $0.0001(32)$ | $0.303(329)$ |
| $n=5000\left(\right.$ in $\left.10^{-2} s\right)$ | $\mathbf{0 . 0 4 8}(\mathbf{3 . 7})$ | $0.999(0.11)$ | $0.322(0.30)$ | $\mathbf{6 . 0 5} \times \mathbf{1 0}^{-\mathbf{5}}(\mathbf{8 . 5})$ | $0.999(8.9)$ | $0.354(13.0)$ | $0.223(47.0)$ |
| $n=10,000\left(\right.$ in $\left.10^{-2} s\right)$ | $\mathbf{0 . 0 9 0 ( \mathbf { 1 5 . 6 } )}$ | $0.999(0.25)$ | $0.3235(0.68)$ | $\mathbf{0 . 0 0 0 6 ( \mathbf { 3 6 . 8 } )}$ | - | - | - |

with $\boldsymbol{a}_{t}$ being zero mean, i.i.d uniform random variables such that $\left(\boldsymbol{a}_{t}\right)_{i} \sim u n i f(-\sqrt{f}, \sqrt{f})$ for $i=1, \cdots, r-2$ and $\left(\boldsymbol{a}_{t}\right)_{[r-1, r]} \sim \operatorname{unif}(-1,1)$. With this the condition number is $f$, the covariance matrix, $\Lambda=\operatorname{diag}(f, f, \cdots, f, 1,1) / 3, \lambda^{+}=f / 3, \lambda_{\mathrm{ch}}=\lambda^{-}=1 / 3$, and $\eta=3$. We generate $\mathcal{T}_{t}$ using Model 2.19 as follows. For $t \in\left[t_{\text {train }}, d\right]$, we used $s=0.1 n, c_{0}=0.2$ and $\tau=100$. Thus $\rho_{\text {row }}=0.4 / f^{2}$. For $t \in\left[1, t_{\text {train }}\right]$, we used $s=0.05 n$ and $c_{0}=0.02$. This was done to ensure that AltProj (or any other batch technique works well for this period and provides a good initialization). The magnitudes of the nonzero entries of $\boldsymbol{x}_{t}$ (outliers) were generated s i.i.d uniform r.v.'s between $x_{\text {min }}=10$ and $x_{\text {max }}=25$.

We implemented Algorithm 4 for s-ReProCS (with initialization using AltProj) with $\alpha=$ $C f^{2} r \log n=500, K=\lceil-0.8 \log (0.9 \tilde{\varepsilon})\rceil=5, \omega_{\text {supp }}=x_{\min } / 2$, and $\omega_{\text {evals }}=0.0025 \lambda^{-}$. We initialized using AltProj applied to $\boldsymbol{Y}_{\left[1, t_{\text {train }}\right]}$. For the batch methods used in the comparisons - PCP, AltProj and RPCA-GD, we implement the algorithms on $\boldsymbol{Y}_{[1, t]}$ every $t=t_{\text {train }}+k \alpha-1$ frames. Further, we set the regularization parameter for PCP $\lambda=1 / \sqrt{n}$ in accordance with [5]. The other known parameters, $r$ for Alt-Proj, outlier-fraction for RPCA-GD, are set using the true values. For online methods we implement the algorithms without modifications. The regularization parameter for ORPCA was set as with $\lambda_{1}=1 / \sqrt{n}$ and $\lambda_{2}=1 / \sqrt{d}$ according to [10]. We plot the subspace error and the normalized error of $\boldsymbol{\ell}_{\boldsymbol{t}}$ over time in Fig. 2.2(a) and 2.2(b) for $n=5000$. We display the time-averaged error for other values of $n$ in Table 2.5. This table also contains the time comparisons.

As can be seen, s-ReProCS outperforms all the other methods and offline s-ReProCS significantly outperforms all the other methods for this experiment. The reason is that the outlier fraction per row are quite large, but s-ReProCS exploits slow subspace change. In principle, even GRASTA
exploits slow subspace change, however, it uses approximate methods for computing the SVD and does not use projection-SVD and hence it fails. s-ReProCS and offline s-ReProCS are faster than all the batch methods especially for large $n$. In fact when $n=10000$, the batch methods are out of memory and cannot work, while s-ReProCS still can. But s-ReProCS is slower than GRASTA and ORPCA.

Comparison with other algorithms - random outlier support using the i.i.d. Bernoulli model. We generated data exactly as described above with the following change: $\mathcal{T}_{t}$ was now generated as i.i.d. Bernoulli with probability of any index $i$ being in $\cup_{t \in[1, n]} \mathcal{T}_{t}$ being $\rho_{s}=0.02$ for the first $t_{\text {train }}$ frames and $\rho_{s}=0.2$ for the subsequent data. Notice that under the Bernoulli model, $\rho_{\text {row }}=\rho_{\text {col }}=\rho_{s}$. We used $n=500$. We show the results in Fig. 2.2(c) and 2.2(d). For this experiment, the batch methods PCP and AltProj have good performance, that is better than s -ReProCS at most time instants. Offline s-ReProCS still outperforms all the other methods.

### 2.6.2 Real Data: Background Subtraction

In this section we provide simulation results for on real videos on three benchmark datasets. For all the sequences, to implement s-ReProCS, we obtained an estimate using the AltProj algorithm. For the initialization we set $r=40$ and the other parameters for the proposed algorithm, were set as follows. We used $\alpha=60, K=3, \xi_{t}=\left\|\boldsymbol{\Psi} \hat{\ell}_{t-1}\right\|_{2}$ and $\omega_{\text {evals }}=0.0011 \lambda^{-}$. We found that these parameters work for most videos that we verified our algorithm on. For a more detailed empirical evaluation on real world data-sets, please see [25]. The other state-of-the-art algorithms were implemented using the default setting. In algorithms where we are required to provide an esimate of the rank, we used $r=40$ consistently. Additionally, for RPCA-GD we set the corruption fraction, $\alpha=0.2$ as described in the paper. We must also mention that the performance of s-ReProCS w.r.t. original-ReProCS is very similar, but is provably fast, and needs fewer assumptions. Again, a more detailed comparison is presented in [25].

Meeting Room (MR) dataset: The meeting room sequence is a set of 1964 images of resolution $64 \times 80$. The first 1755 frames consists of outlier-free data and so we only consider the last 1209
frames. Here and below, we use the first 400 "noisy" frames as the training data and the algorithm parameters are set as mentioned before. This is a challenging video sequence because the color of the person and the color of the curtain are hard to distinguish. s-ReProCS algorithm is able to perform the separation at around 43 frames per second. The recovered background images are shown in the first two rows of Fig. 2.3.

Switch Light (SL) dataset: This dataset contains 2100 images of resolution $120 \times 160$. The first 770 frames are outlier free. This is a challenging sequence because there are drastic changes in the subspace as indicated in the last two rows of Fig. 2.3. This causes all the batch techniques to fail. For this sequence, s-ReProCS achieves a "test" processing rate of 16 frames-per-second. The recovered background images are shown in the middle two rows of Fig. 2.3.

Lobby (LB) dataset: This dataset contains 1555 images of resolution $128 \times 160$. The first 341 frames are outlier free. This is a challenging sequence, as the background changes often due to illumination changes, and there are multiple objects in the foreground to detect and subtract. For this sequence, s-ReProCS achieves a "test" processing rate of 12 frames-per-second. The images are shown in the last two rows of Fig. 2.3.

### 2.7 Conclusions and Future Work

We obtained the first complete guarantee for any online, streaming or dynamic RPCA algorithm that holds under weakened versions of standard RPCA assumptions, slow subspace change, and outlier magnitudes are either large or very small. Our guarantee implies that, by exploiting these extra assumptions, one can significantly weaken the required bound on outlier fractions per row. This has many important practical implications especially for video analytics. We analyzed a simple algorithm based on the Recursive Projected Compressive Sensing (ReProCS) framework introduced in [22]. The algorithm itself is simpler than other previously studied ReProCS-based methods, it is provably faster, and has near-optimal memory complexity. Moreover, our guarantee removes all the strong assumptions made by the previous two guarantees for ReProCS-based methods.

As described earlier, our current result still has limitations, some of which can be removed with a little more work. For example, it assumes a very simple model on subspace change in which only one direction can change at any given change time. Of course the changing direction could be different at different change times, and hence over a long period, the entire subspace could change. In follow-up work [17], we have studied another algorithm that removes this limitation. Another issue that we would like to study is whether the lower bound on outlier magnitudes can be relaxed further if we use the stronger assumption on outlier fractions per row (assume they are of order $1 / r)$. It may be possible to do this by borrowing the AltProj [20] proof idea.

A question of practical and theoretical interest is to develop a streaming version of simpleReProCS for dynamic RPCA. A preprint that studies a streaming algorithm for standard RPCA but only for the restrictive $r_{L}=r=1$ setting is [21]. By streaming we mean that the algorithm makes only one pass through the data and needs storage of order exactly $n r$. Simple-ReProCS needs only a little more storage than this, however, it makes multiple passes through the data in the SVD steps. Algorithmically, streaming ReProCS is easy to develop: one can replace the projection SVD and SVD steps in the subspace update by their streaming versions, e.g., block stochastic power method. However, in order to prove that this still works (with maybe an extra factor of $\log n$ in the delay), one would need to analyze the block stochastic power method for the problems of PCA in data-dependent noise, and for its extension that assumes availability of partial subspace knowledge. Finally, as explained in [16], any guarantee for dynamic RPCA also provides a guarantee for dynamic Matrix Completion (MC) as an almost direct corollary. The reason is that MC can be interpreted as RPCA with outlier supports $\mathcal{T}_{t}$ being known.
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### 2.9 Appendix A: Proof of Theorem 2.2 or Corollary 2.3 without assuming $t_{j}$ known

The key results needed for this and later proofs - Cauchy-Schwarz for sums of matrices, matrix Bernstein, and Vershynin's sub-Gaussian result - are summarized in the last appendix, Appendix 2.15. For a summary of notation used for this and later proofs, please see Table 2.4.

Here we prove Theorem 2.2 in the general case. The main idea is explained in Sec. 2.4.2. Define

$$
\begin{gathered}
\hat{t}_{j-1, f i n}:=\hat{t}_{j-1}+K \alpha+\alpha-1, \\
t_{j, *}=\hat{t}_{j-1, f i n}+\left\lceil\frac{t_{j}-\hat{t}_{j-1, f i n}}{\alpha}\right\rceil \alpha
\end{gathered}
$$

Thus, $\hat{t}_{j-1, f i n}$ is the time at which the $(j-1)$-th subspace update is complete; whp, this occurs before $t_{j}$. Under this assumption, $t_{j, *}$ is such that $t_{j}$ lies in the interval $\left[t_{j, *}-\alpha+1, t_{j, *}\right]$. Recall from the algorithm that we increment $j$ to $j+1$ at $t=\hat{t}_{j}+K \alpha+\alpha:=\hat{t}_{j, f i n}$. Thus, for $t \in\left[t_{j}, \hat{t}_{j, f i n}\right)$, $\boldsymbol{\Phi}=\boldsymbol{I}-\hat{\boldsymbol{P}}_{*} \hat{\boldsymbol{P}}_{*}^{\prime}$, while for $t \in\left[\hat{t}_{j, f i n}, t_{j+1}\right), \boldsymbol{\Phi}=\boldsymbol{I}-\hat{\boldsymbol{P}} \hat{\boldsymbol{P}}^{\prime}$.

Definition 2.20. Define the events

1. $\operatorname{Det} 0:=\left\{\hat{t}_{j}=t_{j, *}\right\}=\left\{\lambda_{\max }\left(\frac{1}{\alpha} \sum_{t=t_{j, *}-\alpha+1}^{t_{j, *}}\left(\boldsymbol{I}-\hat{\boldsymbol{P}}_{*} \hat{\boldsymbol{P}}_{*}{ }^{\prime}\right) \hat{\ell}_{t} \hat{\ell}_{t}^{\prime}\left(\boldsymbol{I}-\hat{\boldsymbol{P}}_{*} \hat{\boldsymbol{P}}_{*}{ }^{\prime}\right)\right)>\omega_{\text {evals }}\right\}$ and $\operatorname{Det} 1:=\left\{\hat{t}_{j}=t_{j, *}+\alpha\right\}=\left\{\lambda_{\max }\left(\frac{1}{\alpha} \sum_{t=t_{j, *}}^{t_{j, *}+\alpha}\left(\boldsymbol{I}-\hat{\boldsymbol{P}}_{*} \hat{\boldsymbol{P}}_{*}^{\prime}\right) \hat{\ell}_{t} \hat{\ell}_{t}^{\prime}\left(\boldsymbol{I}-\hat{\boldsymbol{P}}_{*} \hat{\boldsymbol{P}}_{*}^{\prime}\right)\right)>\omega_{\text {evals }}\right\}$,
2. ProjSVD $:=\cap_{k=1}^{K} \operatorname{ProjSVD}_{k}$ where $\operatorname{ProjSVD}_{k}:=\left\{\operatorname{SE}\left(\left[\hat{\boldsymbol{P}}_{*}, \hat{\boldsymbol{P}}_{\mathrm{rot}, k}\right]\right) \leq \zeta_{k}^{+}\right\}$,
3. Del $:=\{\operatorname{SE}(\hat{\boldsymbol{P}}, \boldsymbol{P}) \leq \tilde{\varepsilon}\}$,
4. NoFalseDets $:=\left\{\right.$ for all $\left.\mathcal{J}^{\alpha} \subseteq\left[\hat{t}_{j, f i n}, t_{j+1}\right), \lambda_{\max }\left(\frac{1}{\alpha} \sum_{t \in \mathcal{J}}\left(\boldsymbol{I}-\hat{\boldsymbol{P}} \hat{\boldsymbol{P}}^{\prime}\right) \hat{\boldsymbol{\ell}}_{t} \hat{\ell}_{t}^{\prime}\left(\boldsymbol{I}-\hat{\boldsymbol{P}} \hat{\boldsymbol{P}}^{\prime}\right)\right) \leq \omega_{\text {evals }}\right\}$
5. $\Gamma_{0, \text { end }}:=\left\{\operatorname{SE}\left(\hat{\boldsymbol{P}}_{*}, \boldsymbol{P}_{*}\right) \leq \tilde{\varepsilon}\right\}$,
6. $\Gamma_{j, \text { end }}:=\Gamma_{j-1, \text { end }} \cap((\operatorname{Det} 0 \cap$ ProjSVD $\cap \operatorname{Del} \cap$ NoFalseDets $) \cup(\overline{\operatorname{Det} 0} \cap \operatorname{Det} 1 \cap$ ProjSVD $\cap \operatorname{Del} \cap$ NoFalseDets)).

Let $p_{0}$ denote the probability that, conditioned on $\Gamma_{j-1, \text { end }}$, the change got detected at $t=t_{j, *}$, i.e., let

$$
p_{0}:=\operatorname{Pr}\left(\operatorname{Det} 0 \mid \Gamma_{j-1, \mathrm{end}}\right) .
$$

Thus, $\operatorname{Pr}\left(\overline{\operatorname{Det} 0} \mid \Gamma_{j-1, \text { end }}\right)=1-p_{0}$. It is not easy to bound $p_{0}$. However, as we will see, this will not be needed.

Assume that $\Gamma_{j-1, \text { end }} \cap \overline{\operatorname{Det} 0}$ holds. Consider the interval $\mathcal{J}^{\alpha}:=\left[t_{j, *}, t_{j, *}+\alpha\right)$. This interval starts at or after $t_{j}$, so, for all $t$ in this interval, the subspace has changed. For this interval, $\boldsymbol{\Psi}=\boldsymbol{\Phi}=\boldsymbol{I}-\hat{\boldsymbol{P}}_{*} \hat{\boldsymbol{P}}_{*}{ }^{\prime}$. Applying the last item of Theorem 2.7, w.p. at least $1-12 n^{-12}$,

$$
\begin{aligned}
& \lambda_{\max }\left(\frac{1}{\alpha} \sum_{t \in \mathcal{J}^{\alpha}} \boldsymbol{\Phi} \hat{\ell}_{t} \hat{\ell}_{t}^{\prime} \boldsymbol{\Phi}\right) \\
& \geq\left(0.97 \sin ^{2} \theta-0.4 q_{\mathrm{rot}}|\sin \theta|-0.15 \tilde{\varepsilon}|\sin \theta|\right) \lambda_{\mathrm{ch}}
\end{aligned}
$$

where $q_{\text {rot }}$ is the bound $\left\|\left(\boldsymbol{\Psi}_{\hat{\mathcal{T}}_{t}} \boldsymbol{\Psi}_{\hat{\mathcal{T}}_{t}}\right)^{-1} \boldsymbol{I}_{\hat{\mathcal{T}}_{t}}{ }^{\prime} \boldsymbol{\Psi} \boldsymbol{P}_{\text {rot }}\right\|$. Theorem 2.7 is applicable for the reasons given in the proof of Lemma 2.16. Proceeding as in the proof of Lemma 2.16 for $k=1$, we get that $q_{\mathrm{rot}}=1.2((0.1+\tilde{\varepsilon})|\sin \theta|+\tilde{\varepsilon})$. Thus, using the bound on $\tilde{\varepsilon}$, we can conclude that, w.p. at least $1-12 n^{-12}$,

$$
\begin{aligned}
\lambda_{\max }\left(\frac{1}{\alpha} \sum_{t \in \mathcal{J}^{\alpha}} \boldsymbol{\Phi} \hat{\ell}_{t} \hat{\ell}_{t}^{\prime} \boldsymbol{\Phi}\right) & \geq 0.91 \sin ^{2} \theta \lambda_{\mathrm{ch}} \\
& \geq 0.9 \sin ^{2} \theta \lambda^{-}>\omega_{\text {evals }}
\end{aligned}
$$

and thus $\hat{t}_{j}=t_{j, *}+\alpha$. This follows since $\omega_{\text {evals }}=5 \tilde{\varepsilon}^{2} \lambda^{+}=5 \tilde{\varepsilon}^{2} f \lambda^{-} \leq 5 \tilde{\varepsilon}^{2} f^{2} \lambda^{-} \leq$ $5\left(0.01 \min _{j} \operatorname{SE}\left(\boldsymbol{P}_{j-1}, \boldsymbol{P}_{j}\right)\right)^{2} \lambda^{-}$and $\sin \theta=\operatorname{SE}\left(\boldsymbol{P}_{j-1}, \boldsymbol{P}_{j}\right)$. In other words,

$$
\operatorname{Pr}\left(\operatorname{Det} 1 \mid \Gamma_{j-1, \text { end }} \cap \overline{\operatorname{Det} 0}\right) \geq 1-12 n^{-12} .
$$

Conditioned on $\Gamma_{j-1, \text { end }} \cap \overline{\operatorname{Det} 0} \cap$ Det1, the first projection-SVD step is done at $t=\hat{t}_{j}+\alpha=$ $t_{j, *}+2 \alpha$ and so on. We can state and prove Lemma 2.16 with $\Gamma_{k}$ replaced by $\Gamma_{j, \text { end }} \cap \overline{\operatorname{Det} 0} \cap$

Det1 $\cap \operatorname{ProjSVD}_{1} \cap \operatorname{ProjSVD}_{2} \ldots \operatorname{ProjSVD}_{k}$ and with the $k$-th projection-SVD interval being $\mathcal{J}_{k}:=$ $\left[\hat{t}_{j}+(k-1) \alpha, \hat{t}_{j}+k \alpha\right)$. We can state and prove a similarly changed version of Lemma 2.17 for the simple SVD based deletion step. Applying Lemma 2.16 for each $k$, and then apply Lemma 2.17,

$$
\operatorname{Pr}\left(\operatorname{ProjSVD} \cap \operatorname{Del} \mid \Gamma_{j-1, \text { end }} \cap \overline{\operatorname{Det} 0} \cap \operatorname{Det} 1\right) \geq\left(1-12 n^{-12}\right)^{K+1} .
$$

We can also do a similar thing for the case when the change is detected at $t_{j, *}$, i.e. when Det0 holds. In this case, we replace $\Gamma_{k}$ by $\Gamma_{j, \text { end }} \cap \operatorname{Det} 0 \cap \operatorname{ProjSVD}_{1} \cap \operatorname{ProjSVD}_{2} \ldots \operatorname{ProjSVD}_{k}$ and conclude that

$$
\operatorname{Pr}\left(\operatorname{ProjSVD} \cap \operatorname{Del} \mid \Gamma_{j-1, \text { end }} \cap \operatorname{Det} 0\right) \geq\left(1-12 n^{-12}\right)^{K+1} .
$$

Finally consider the NoFalseDets event. First, assume that $\Gamma_{j-1, \text { end }} \cap \operatorname{Det} 0 \cap \operatorname{ProjSVD} \cap \operatorname{Del}$ holds. Consider any interval $\mathcal{J}^{\alpha} \subseteq\left[\hat{t}_{j, f i n}, t_{j+1}\right)$. In this interval, $\hat{\boldsymbol{P}}_{(t)}=\hat{\boldsymbol{P}}, \boldsymbol{\Psi}=\boldsymbol{\Phi}=\boldsymbol{I}-\hat{\boldsymbol{P}} \hat{\boldsymbol{P}}^{\prime}$ and $\operatorname{SE}(\hat{\boldsymbol{P}}, \boldsymbol{P}) \leq \tilde{\varepsilon}$. Also, using Lemma 2.15, $\boldsymbol{e}_{t}$ satisfies (2.10) for $t$ in this interval. Thus, defining $\boldsymbol{e}_{l, t}=\boldsymbol{\Phi} \boldsymbol{I}_{\mathcal{T}_{t}}\left(\boldsymbol{\Psi}_{\mathcal{T}_{t}}{ }^{\prime} \boldsymbol{\Psi}_{\mathcal{T}_{t}}\right)^{-1} \boldsymbol{I}_{\mathcal{T}_{t}}{ }^{\prime} \boldsymbol{\Psi} \ell_{t}, \boldsymbol{e}_{v, t}=\boldsymbol{\Phi} \boldsymbol{I}_{\mathcal{T}_{t}}\left(\boldsymbol{\Psi}_{\mathcal{T}_{t}^{\prime}} \boldsymbol{\Psi}_{\mathcal{T}_{t}}\right)^{-1} \boldsymbol{I}_{\mathcal{T}_{t}^{\prime}}{ }^{\prime} \boldsymbol{\Psi} \boldsymbol{v}_{t}$ and $\boldsymbol{z}_{t}=\boldsymbol{e}_{v, t}+\boldsymbol{\Phi} \boldsymbol{v}_{t}$

$$
\begin{aligned}
& \frac{1}{\alpha} \sum_{t \in \mathcal{J}^{\alpha}} \boldsymbol{\Phi} \hat{\ell}_{t} \hat{\ell}_{t}^{\prime} \boldsymbol{\Phi}=\frac{1}{\alpha} \boldsymbol{\Phi} \boldsymbol{P}\left(\sum_{t \in \mathcal{J}^{\alpha}} \boldsymbol{a}_{t} \boldsymbol{a}_{t}^{\prime}\right) \boldsymbol{P}^{\prime} \boldsymbol{\Phi} \\
& +\frac{1}{\alpha} \sum_{t \in \mathcal{J}^{\alpha}} \boldsymbol{\Phi} \boldsymbol{\ell}_{t} \boldsymbol{e}_{l, t}^{\prime}+(.)^{\prime}+\frac{1}{\alpha} \sum_{t \in \mathcal{J}^{\alpha}} \boldsymbol{\Phi} \boldsymbol{\ell}_{t} \boldsymbol{z}_{t}^{\prime}+(.)^{\prime} \\
& +\frac{1}{\alpha} \sum_{t \in \mathcal{J}^{\alpha}} \boldsymbol{e}_{l, t} \boldsymbol{e}_{\boldsymbol{l}, t^{\prime}}^{\prime}+\frac{1}{\alpha} \sum_{t \in \mathcal{J}^{\alpha}} \boldsymbol{z}_{t} \boldsymbol{z}_{t}^{\prime}
\end{aligned}
$$

We can bound the first term using Vershynin's sub-Gaussian result (Theorem 2.28) and the other terms using matrix Bernstein (Theorem 2.27). The approach is similar to that of the proof of Lemma 2.24. The derivation is more straightforward in this case, since for the above interval $\|\boldsymbol{\Psi} \boldsymbol{P}\|=\|\boldsymbol{\Phi} \boldsymbol{P}\| \leq \tilde{\varepsilon}$. The required bounds on $\alpha$ are also the same as those needed for Lemma 2.24 to hold. We conclude that, w.p. at least $1-12 n^{-12}$,

$$
\begin{aligned}
\lambda_{\max } & \left(\frac{1}{\alpha} \sum_{t \in \mathcal{J}^{\alpha}} \boldsymbol{\Phi} \hat{\ell}_{t} \hat{\ell}_{t}^{\prime} \boldsymbol{\Phi}\right) \\
& \leq \tilde{\varepsilon}^{2}\left(\lambda^{+}+0.01 \lambda^{+}\right)\left[1+6 \sqrt{\rho_{\text {row }}} f(1.2)^{2}+6 f \sqrt{\rho_{\text {row }}} 1.2\right] \\
& \leq 2.6 \tilde{\varepsilon}^{2} f \lambda^{-}<\omega_{\text {evals }}
\end{aligned}
$$

This follows since $\omega_{\text {evals }}=5 \tilde{\varepsilon}^{2} \lambda^{+}=5 \tilde{\varepsilon}^{2} f \lambda^{-}$. Since Det0 holds, $\hat{t}_{j}=t_{j, *}$. Thus, we have a total of $\left\lfloor\frac{t_{j+1}-t_{j, *}-K \alpha-\alpha}{\alpha}\right\rfloor$ intervals $\mathcal{J}^{\alpha}$ that are subsets of $\left[\hat{t}_{j, \text { fin }}, t_{j+1}\right)$. Moreover, $\left\lfloor\frac{t_{j+1}-t_{j, *}-K \alpha-\alpha}{\alpha}\right\rfloor \leq$ $\left\lfloor\frac{t_{j+1}-t_{j}-K \alpha-\alpha}{\alpha}\right\rfloor \leq\left\lfloor\frac{t_{j+1}-t_{j}}{\alpha}\right\rfloor-(K+1)$ since $\alpha \leq \alpha$. Thus,

$$
\begin{array}{r}
\operatorname{Pr}\left(\text { NoFalseDets } \mid \Gamma_{j-1, \text { end }} \cap \operatorname{Det} 0 \cap \operatorname{ProjSVD} \cap \text { Del }\right) \\
\geq\left(1-12 n^{-12}\right)\left\lfloor^{\frac{t_{j+1}-t_{j}}{\alpha}}\right\rfloor-(K+1)
\end{array}
$$

On the other hand, if we condition on $\Gamma_{j-1, \text { end }} \cap \overline{\operatorname{Det} 0} \cap \operatorname{Det} 1 \cap \operatorname{ProjSVD} \cap \operatorname{Del}$, then $\hat{t}_{j}=t_{j, *}+\alpha$. Thus,

$$
\begin{array}{r}
\operatorname{Pr}\left(\text { NoFalseDets } \mid \Gamma_{j-1, \text { end }} \cap \overline{\operatorname{Det} 0} \cap \operatorname{Det} 1 \cap \operatorname{ProjSVD} \cap \text { Del }\right) \\
\geq\left(1-12 n^{-12}\right)^{\left\lfloor\frac{t_{j+1}-t_{j}}{\alpha}\right\rfloor-(K+2)}
\end{array}
$$

We can now combine the above facts to bound $\operatorname{Pr}\left(\Gamma_{j, \text { end }} \mid \Gamma_{j-1, \text { end }}\right)$. Recall that $p_{0}:=$ $\operatorname{Pr}\left(\operatorname{Det} 0 \mid \Gamma_{j-1, \text { end }}\right)$. Clearly, the events $(\operatorname{Det} 0 \cap \operatorname{ProjSVD} \cap \operatorname{Del} \cap \mathrm{NoFalseDets})$ and $(\overline{\operatorname{Det} 0} \cap \operatorname{Det} 1 \cap$ ProjSVD $\cap$ Del $\cap$ NoFalseDets) are disjoint. Thus,

$$
\begin{aligned}
& \operatorname{Pr}\left(\Gamma_{j, \text { end }} \mid \Gamma_{j-1, \text { end }}\right) \\
& =p_{0} \operatorname{Pr}\left(\operatorname{ProjSVD} \cap \operatorname{Del} \cap \text { NoFalseDets } \mid \Gamma_{j-1, \text { end }} \cap \operatorname{Det0}\right) \\
& +\left(1-p_{0}\right) \operatorname{Pr}\left(\operatorname{Det} 1 \mid \Gamma_{j-1, \text { end }} \cap \overline{\operatorname{Det} 0}\right) \times \\
& \operatorname{Pr}\left(\operatorname{ProjSVD} \cap \operatorname{Del} \cap \text { NoFalseDets } \mid \Gamma_{j-1, \text { end }} \cap \overline{\operatorname{Det} 0} \cap \operatorname{Det} 1\right) \\
& \geq p_{0}\left(1-12 n^{-12}\right)^{K+1}\left(1-12 n^{-12}\right)\left\lfloor^{\left\lfloor\frac{t_{j+1}-t_{j}}{\alpha}\right\rfloor-(K+1)}\right. \\
& +\left(1-p_{0}\right)\left(1-12 n^{-12}\right)\left(1-12 n^{-12}\right)^{K+1} \times \\
& \left(1-12 n^{-12}\right)^{\left\lfloor\frac{t_{j+1}-t_{j}}{\alpha}\right\rfloor-(K+2)} \\
& =\left(1-12 n^{-12}\right)^{\left\lfloor\frac{t_{j+1}-t_{j}}{\alpha}\right\rfloor} \geq\left(1-12 n^{-12}\right)^{t_{j+1}-t_{j}} .
\end{aligned}
$$

Since the events $\Gamma_{j, \text { end }}$ are nested, the above implies that

$$
\begin{aligned}
\operatorname{Pr}\left(\Gamma_{J, \text { end }} \mid \Gamma_{0, \text { end }}\right) & =\prod_{j} \operatorname{Pr}\left(\Gamma_{j, \text { end }} \mid \Gamma_{j-1, \text { end }}\right) \\
& \geq \prod_{j}\left(1-12 n^{-12}\right)^{t_{j+1}-t_{j}} \\
& =\left(1-12 n^{-12}\right)^{d} \geq 1-12 d n^{-12} .
\end{aligned}
$$

### 2.10 Appendix B: Proof of Theorem 2.7: PCA in data-dependent noise with partial subspace knowledge

We prove Theorem 2.7 with the modification given in Remark 2.8. Thus we condition on $\mathcal{E}_{0}$ defined in the remark. Recall that $\boldsymbol{\Phi}:=\boldsymbol{I}-\hat{\boldsymbol{P}}_{*} \hat{\boldsymbol{P}}_{*}{ }^{\prime}$. Let

$$
\begin{equation*}
\boldsymbol{\Phi} \boldsymbol{P}_{\mathrm{rot}} \stackrel{\mathrm{QR}}{=} \boldsymbol{E}_{\mathrm{rot}} \boldsymbol{R}_{\mathrm{rot}} \tag{2.16}
\end{equation*}
$$

denote the reduced QR decomposition of $\left(\boldsymbol{\Phi} \boldsymbol{P}_{\mathrm{rot}}\right)$. Here, and in the rest of this proof, we write things in a general fashion to allow $\boldsymbol{P}_{\text {rot }}$ to contain more than one direction. This makes it easier to understand how our guarantees extend to the more general case ( $\boldsymbol{P}_{\text {rot }}$ being an $n \times r_{\text {ch }}$ basis matrix with $r_{\mathrm{ch}}>1$ ) easier. The proof uses the following simple lemma at various places.

Lemma 2.21. Assume that $\mathcal{E}_{0}$ holds. Then,

1. $\left\|\boldsymbol{M}_{1, t} \boldsymbol{P}_{\text {fix }}\right\| \leq q_{0},\left\|\boldsymbol{M}_{1, t} \boldsymbol{P}_{\text {ch }}\right\| \leq q_{0}$ and $\left\|\boldsymbol{M}_{1, t} \boldsymbol{P}_{\text {rot }}\right\| \leq q_{\text {rot }}$
2. $\left\|\boldsymbol{\Phi} \boldsymbol{P}_{\text {fix }}\right\| \leq \tilde{\varepsilon},\left\|\boldsymbol{\Phi} \boldsymbol{P}_{\text {ch }}\right\| \leq \tilde{\varepsilon},\left\|\boldsymbol{\Phi} \boldsymbol{P}_{\text {new }}\right\| \leq 1$,
3. $\left\|\boldsymbol{R}_{\text {rot }}\right\|=\left\|\boldsymbol{\Phi} \boldsymbol{P}_{\text {rot }}\right\| \leq \tilde{\varepsilon}|\cos \theta|+|\sin \theta| \leq \tilde{\varepsilon}+|\sin \theta|$
4. $\sigma_{\min }\left(\boldsymbol{R}_{\mathrm{rot}}\right)=\sigma_{\min }\left(\boldsymbol{\Phi} \boldsymbol{P}_{\mathrm{rot}}\right) \geq \sqrt{\sin ^{2} \theta\left(1-\tilde{\varepsilon}^{2}\right)-2 \tilde{\varepsilon}|\sin \theta|}$
5. $\left\|\boldsymbol{\Phi} \boldsymbol{\ell}_{t}\right\| \leq 2 \tilde{\varepsilon} \sqrt{\eta r \lambda^{+}}+|\sin \theta| \sqrt{\eta \lambda_{\mathrm{ch}}}$.

Proof of Lemma 2.21. Item 1 follows because $\left\|\boldsymbol{M}_{1, t} \boldsymbol{P}_{*}\right\| \leq q_{0} \leq 2 \tilde{\varepsilon}$ and $\left\|\boldsymbol{M}_{1, t} \boldsymbol{P}_{*}\right\|=$ $\left\|\boldsymbol{M}_{1, t}\left[\boldsymbol{P}_{\text {fix }}, \boldsymbol{P}_{\text {ch }}\right]\right\| \geq\left\|\boldsymbol{M}_{1, t} \boldsymbol{P}_{\text {fix }}\right\|$. Similarly, $\left\|\boldsymbol{M}_{1, t} \boldsymbol{P}_{*}\right\| \geq\left\|\boldsymbol{M}_{1, t} \boldsymbol{P}_{\text {ch }}\right\|$. The first two claims of item 2
follow because $\left\|\boldsymbol{\Phi} \boldsymbol{P}_{*}\right\| \leq \tilde{\varepsilon}$ and the bound on item 1. Third claim uses $\left\|\boldsymbol{\Phi} \boldsymbol{P}_{\text {new }}\right\| \leq\|\boldsymbol{\Phi}\|\left\|\boldsymbol{P}_{\text {new }}\right\|=1$. The fourth claim uses triangle inequality and definition of $\boldsymbol{P}_{\text {rot }}$. For Item 3, recall that $\boldsymbol{\Phi} \boldsymbol{P}_{\text {rot }} \stackrel{\text { QR }}{=}$ $\boldsymbol{E}_{\mathrm{rot}} \boldsymbol{R}_{\mathrm{rot}}$. Thus, $\sigma_{i}\left(\boldsymbol{R}_{\mathrm{rot}}\right)=\sigma_{i}\left(\boldsymbol{\Phi} \boldsymbol{P}_{\mathrm{rot}}\right)$. Thus $\left\|\boldsymbol{R}_{\mathrm{rot}}\right\|=\left\|\boldsymbol{\Phi} \boldsymbol{P}_{\mathrm{rot}}\right\| \leq \tilde{\varepsilon}+|\sin \theta|$

Item 4: From above, $\sigma_{\min }\left(\boldsymbol{R}_{\mathrm{rot}}\right)=\sigma_{\min }\left(\boldsymbol{\Phi} \boldsymbol{P}_{\mathrm{rot}}\right)$. Moreover, $\sigma_{\min }\left(\boldsymbol{\Phi} \boldsymbol{P}_{\mathrm{rot}}\right)=$ $\sqrt{\lambda_{\min }\left(\boldsymbol{P}_{\mathrm{rot}}{ }^{\prime} \boldsymbol{\Phi} \boldsymbol{\Phi} \boldsymbol{P}_{\mathrm{rot}}\right)}=\sqrt{\lambda_{\min }\left(\boldsymbol{P}_{\mathrm{rot}}{ }^{\prime} \boldsymbol{\Phi} \boldsymbol{P}_{\mathrm{rot}}\right)}$. We bound this as follows. Recall that $\boldsymbol{\Phi}=\boldsymbol{I}-\hat{\boldsymbol{P}}_{*} \hat{\boldsymbol{P}}_{*}{ }^{\prime}$.

$$
\begin{aligned}
& \lambda_{\min }\left(\boldsymbol{P}_{\mathrm{rot}}{ }^{\prime} \boldsymbol{\Phi} \boldsymbol{P}_{\mathrm{rot}}\right) \geq \lambda_{\min }\left(\cos ^{2} \theta \boldsymbol{P}_{\mathrm{ch}}{ }^{\prime} \boldsymbol{\Phi} \boldsymbol{P}_{\mathrm{ch}}\right) \\
& +\lambda_{\min }\left(\sin ^{2} \theta \boldsymbol{P}_{\text {new }}{ }^{\prime} \boldsymbol{\Phi} \boldsymbol{P}_{\text {new }}\right) \\
& -2|\sin \theta||\cos \theta|\left\|\boldsymbol{P}_{\mathrm{ch}}{ }^{\prime} \boldsymbol{\Phi} \boldsymbol{P}_{\text {new }}\right\| \\
& \geq 0+\lambda_{\min }\left(\sin ^{2} \theta \boldsymbol{P}_{\text {new }}{ }^{\prime} \boldsymbol{\Phi} \boldsymbol{P}_{\text {new }}\right)-2 \tilde{\varepsilon}|\sin \theta| \\
& =\sin ^{2} \theta \lambda_{\min }\left(\boldsymbol{I}-\boldsymbol{P}_{\text {new }}{ }^{\prime} \hat{\boldsymbol{P}}_{*} \hat{\boldsymbol{P}}_{*}^{\prime} \boldsymbol{P}_{\text {new }}\right)-2 \tilde{\varepsilon}|\sin \theta| \\
& =\sin ^{2} \theta\left(1-\left\|\boldsymbol{P}_{\text {new }}{ }^{\prime} \hat{\boldsymbol{P}}_{*}\right\|^{2}\right)-2 \tilde{\varepsilon}|\sin \theta| \\
& \geq \sin ^{2} \theta\left(1-\tilde{\varepsilon}^{2}\right)-2 \tilde{\varepsilon}|\sin \theta|
\end{aligned}
$$

The last inequality used Lemma 2.10.
Item 5: Using the previous items and the definition of $\eta$,

$$
\begin{aligned}
\left\|\boldsymbol{\Phi} \boldsymbol{\ell}_{t}\right\| & :=\left\|\boldsymbol{\Phi}\left(\boldsymbol{P}_{\mathrm{fix}} \boldsymbol{a}_{t, \mathrm{fix}}+\boldsymbol{P}_{\mathrm{rot}} \boldsymbol{a}_{t, \mathrm{ch}}\right)\right\| \\
& \leq\left\|\boldsymbol{\Phi} \boldsymbol{P}_{\mathrm{fix}} \boldsymbol{a}_{t, \mathrm{fix}}\right\|+\left\|\boldsymbol{\Phi} \boldsymbol{P}_{\mathrm{rot}} \boldsymbol{a}_{t, \mathrm{ch}}\right\| \\
& \leq\left(\tilde{\varepsilon} \sqrt{\eta r \lambda^{+}}+(\tilde{\varepsilon}|\cos \theta|+|\sin \theta|) \sqrt{\eta r_{\mathrm{ch}} \lambda_{\mathrm{ch}}}\right)
\end{aligned}
$$

### 2.11 Appendix C: Proof of Theorem 2.7

Proof of Theorem 2.7. We have

$$
\begin{aligned}
\mathrm{SE}(\hat{\boldsymbol{P}}, \boldsymbol{P}) & =\mathrm{SE}\left(\left[\hat{\boldsymbol{P}}_{*}, \hat{\boldsymbol{P}}_{\mathrm{rot}}\right],\left[\boldsymbol{P}_{\mathrm{fix}}, \boldsymbol{P}_{\mathrm{rot}}\right]\right) \\
& \leq \mathrm{SE}\left(\left[\hat{\boldsymbol{P}}_{*}, \hat{\boldsymbol{P}}_{\mathrm{rot}}\right], \boldsymbol{P}_{\text {fix }}\right)+\mathrm{SE}\left(\left[\hat{\boldsymbol{P}}_{*}, \hat{\boldsymbol{P}}_{\mathrm{rot}}\right], \boldsymbol{P}_{\mathrm{rot}}\right) \\
& \leq \tilde{\varepsilon}+\mathrm{SE}\left(\left[\hat{\boldsymbol{P}}_{*}, \hat{\boldsymbol{P}}_{\mathrm{rot}}\right], \boldsymbol{P}_{\mathrm{rot}}\right)
\end{aligned}
$$

where the last inequality used Lemma 2.21 . Consider $\operatorname{SE}\left(\left[\hat{\boldsymbol{P}}_{*}, \hat{\boldsymbol{P}}_{\text {rot }}\right], \boldsymbol{P}_{\text {rot }}\right)$.

$$
\begin{align*}
\mathrm{SE}\left(\left[\hat{\boldsymbol{P}}_{*}, \hat{\boldsymbol{P}}_{\mathrm{rot}}\right], \boldsymbol{P}_{\mathrm{rot}}\right) & \leq\left\|\left(\boldsymbol{I}-\hat{\boldsymbol{P}}_{\mathrm{rot}} \hat{\boldsymbol{P}}_{\mathrm{rot}}{ }^{\prime}\right) \boldsymbol{E}_{\mathrm{rot}}\right\|\left\|\boldsymbol{R}_{\mathrm{rot}}\right\| \\
& \leq \operatorname{SE}\left(\hat{\boldsymbol{P}}_{\mathrm{rot}}, \boldsymbol{E}_{\mathrm{rot}}\right)(\tilde{\varepsilon}+|\sin \theta|) \tag{2.17}
\end{align*}
$$

The last inequality used Lemma 2.21. To bound $\operatorname{SE}\left(\hat{\boldsymbol{P}}_{\text {rot }}, \boldsymbol{E}_{\text {rot }}\right)$, we use the Davis-Kahan $\sin \theta$ theorem [9] given below.

Theorem 2.22 (Davis-Kahan $\sin \theta$ theorem). Consider $n \times n$ Hermitian matrices, D and $\hat{\boldsymbol{D}}$ such that

$$
\begin{aligned}
& \boldsymbol{D}=\left[\boldsymbol{E} \boldsymbol{E}_{\perp}\right]\left[\begin{array}{cc}
\boldsymbol{A} & \mathbf{0} \\
\mathbf{0} & \boldsymbol{A}_{\mathrm{rest}}
\end{array}\right]\left[\begin{array}{c}
\boldsymbol{E}^{\prime} \\
\boldsymbol{E}_{\perp}^{\prime}
\end{array}\right] \\
& \hat{\boldsymbol{D}}=\left[\boldsymbol{F} \boldsymbol{F}_{\perp}\right]\left[\begin{array}{cc}
\boldsymbol{\Lambda} & \mathbf{0} \\
\mathbf{0} & \boldsymbol{\Lambda}_{\mathrm{rest}}
\end{array}\right]\left[\begin{array}{c}
\boldsymbol{F}^{\prime} \\
\boldsymbol{F}_{\perp}^{\prime}
\end{array}\right]
\end{aligned}
$$

where $\left[\boldsymbol{E}, \boldsymbol{E}_{\perp}\right]$ and $\left[\boldsymbol{F}, \boldsymbol{F}_{\perp}\right]$ are orthogonal matrices and $\operatorname{rank}(\boldsymbol{F})=\operatorname{rank}(\boldsymbol{E})$. Let

$$
\boldsymbol{H}=\hat{\boldsymbol{D}}-\boldsymbol{D} .
$$

If $\lambda_{\min }(\boldsymbol{A})-\lambda_{\max }\left(\boldsymbol{A}_{\text {rest }}\right)-\|\boldsymbol{H}\|>0$ and $\operatorname{rank}(\boldsymbol{E})=\operatorname{rank}(\boldsymbol{F})$, then,

$$
\begin{equation*}
\left\|\left(\boldsymbol{I}-\boldsymbol{F} \boldsymbol{F}^{\prime}\right) \boldsymbol{E}\right\| \leq \frac{\|\boldsymbol{H}\|}{\lambda_{\min }(\boldsymbol{A})-\lambda_{\max }\left(\boldsymbol{A}_{\text {rest }}\right)-\|\boldsymbol{H}\|} . \tag{2.18}
\end{equation*}
$$

To use this result to bound $\operatorname{SE}\left(\hat{\boldsymbol{P}}_{\text {rot }}, \boldsymbol{E}_{\text {rot }}\right)$, let $\hat{\boldsymbol{D}}:=\boldsymbol{D}_{\text {obs }}=\frac{1}{\alpha} \sum_{t} \boldsymbol{\Phi} \boldsymbol{y}_{t} \boldsymbol{y}_{t}^{\prime} \boldsymbol{\Phi}$. Its top eigenvector is $\hat{\boldsymbol{P}}_{\text {rot }}$. We need to define a matrix $\boldsymbol{D}$ that is such that its top eigenvector is $\boldsymbol{E}_{\text {rot }}$ and the gap between its first and second eigenvalues is more than $\|\boldsymbol{H}\|$. Consider the matrix

$$
\begin{aligned}
& \boldsymbol{D}:=\boldsymbol{E}_{\mathrm{rot}} \boldsymbol{A} \boldsymbol{E}_{\mathrm{rot}}^{\prime}+\boldsymbol{E}_{\mathrm{rot}, \perp} \boldsymbol{A}_{\mathrm{rest}} \boldsymbol{E}_{\mathrm{rot}, \perp}{ }^{\prime} \text { where } \\
& \boldsymbol{A}:=\boldsymbol{E}_{\mathrm{rot}}{ }^{\prime}\left(\frac{1}{\alpha} \sum \boldsymbol{\Phi} \ell_{t} \ell_{t}^{\prime} \boldsymbol{\Phi}\right) \boldsymbol{E}_{\mathrm{rot}}, \\
& \boldsymbol{A}_{\mathrm{rest}}:=\boldsymbol{E}_{\mathrm{rot}, \perp} \prime^{\prime}\left(\frac{1}{\alpha} \sum \boldsymbol{\Phi} \ell_{t} \ell_{t}^{\prime} \boldsymbol{\Phi}\right) \boldsymbol{E}_{\mathrm{rot}, \perp} .
\end{aligned}
$$

If $\lambda_{\max }\left(\boldsymbol{A}_{\text {rest }}\right)<\lambda_{\min }(\boldsymbol{A})$, then $\boldsymbol{E}_{\text {rot }}$ is the top eigenvector of $\boldsymbol{D}$. Moreover, if $\lambda_{\max }\left(\boldsymbol{A}_{\text {rest }}\right)<$ $\lambda_{\min }(\boldsymbol{A})-\|\boldsymbol{H}\|$, then the gap requirement holds too. Thus, by the $\sin \theta$ theorem,

$$
\begin{align*}
\mathrm{SE}\left(\hat{\boldsymbol{P}}_{\mathrm{rot}}, \boldsymbol{E}_{\mathrm{rot}}\right) & =\left\|\left(\boldsymbol{I}-\hat{\boldsymbol{P}}_{\mathrm{rot}} \hat{\boldsymbol{P}}_{\mathrm{rot}}^{\prime}\right) \boldsymbol{E}_{\mathrm{rot}}\right\| \\
& \leq \frac{\|\boldsymbol{H}\|}{\lambda_{\min }(\boldsymbol{A})-\lambda_{\max }\left(\boldsymbol{A}_{\mathrm{rest}}\right)-\|\boldsymbol{H}\|} \tag{2.19}
\end{align*}
$$

Here again, we should point out that, in the simple case that we consider where $\boldsymbol{P}_{\text {rot }}$ is a vector (only one direction changes), $\boldsymbol{A}$ is a non-negative scalar and $\lambda_{\min }(\boldsymbol{A})=\boldsymbol{A}$. However the above discussion applies even in the general case when $r_{\mathrm{ch}}>1$. The rest of the proof obtains high probability bounds on the terms in the above expression. $\|\boldsymbol{H}\|=\|\boldsymbol{D}-\hat{\boldsymbol{D}}\|$ can be bounded as follows.

Lemma 2.23. Let
term11 $=\frac{1}{\alpha} \sum_{t} \boldsymbol{E}_{\mathrm{rot}} \boldsymbol{E}_{\mathrm{rot}}{ }^{\prime} \boldsymbol{\Phi} \ell_{t} \boldsymbol{\ell}_{t}^{\prime} \boldsymbol{\Phi} \boldsymbol{E}_{\mathrm{rot}, \perp} \boldsymbol{E}_{\mathrm{rot}, \perp^{\prime}}{ }^{\prime}$. Then,

$$
\begin{aligned}
\|\boldsymbol{H}\| & \leq 2\left\|\frac{1}{\alpha} \sum \boldsymbol{\Phi} \boldsymbol{\ell}_{t} \boldsymbol{w}_{t}^{\prime} \boldsymbol{\Phi}\right\|+2 \| \text { term } 11 \| \\
& +\left\|\frac{1}{\alpha} \sum \boldsymbol{\Phi} \boldsymbol{w}_{t} \boldsymbol{w}_{t}^{\prime} \boldsymbol{\Phi}\right\|+2\left\|\frac{1}{\alpha} \sum \boldsymbol{\Phi} \boldsymbol{\ell}_{t} \boldsymbol{z}_{t}^{\prime} \boldsymbol{\Phi}\right\| \\
& +\left\|\frac{1}{\alpha} \sum \boldsymbol{\Phi} \boldsymbol{z}_{t} \boldsymbol{z}_{t}^{\prime} \boldsymbol{\Phi}\right\|
\end{aligned}
$$

Proof of Lemma 2.23. Recall that $\boldsymbol{H}=\hat{\boldsymbol{D}}-\boldsymbol{D}$. Thus

$$
\begin{aligned}
\boldsymbol{H} & =\left(\hat{\boldsymbol{D}}-\frac{1}{\alpha} \sum \boldsymbol{\Phi} \ell_{t} \ell_{t}^{\prime} \boldsymbol{\Phi}\right)+\left(\frac{1}{\alpha} \sum \boldsymbol{\Phi} \ell_{t} \ell_{t}^{\prime} \boldsymbol{\Phi}-\boldsymbol{D}\right) \\
& =\left(\frac{1}{\alpha} \sum \boldsymbol{\Phi} \boldsymbol{y}_{t} \boldsymbol{y}_{t}^{\prime} \boldsymbol{\Phi}-\frac{1}{\alpha} \sum \boldsymbol{\Phi} \ell_{t} \ell_{t}^{\prime} \boldsymbol{\Phi}\right) \\
& +\left(\left(\boldsymbol{E}_{\mathrm{rot}} \boldsymbol{E}_{\mathrm{rot}}^{\prime}+\boldsymbol{E}_{\mathrm{rot}, \perp} \boldsymbol{E}_{\mathrm{rot}, \perp}{ }^{\prime}\right) \frac{1}{\alpha} \sum \boldsymbol{\Phi} \ell_{t} \ell_{t}^{\prime} \boldsymbol{\Phi} \times\right. \\
& \left.\left(\boldsymbol{E}_{\mathrm{rot}} \boldsymbol{E}_{\mathrm{rot}}{ }^{\prime}+\boldsymbol{E}_{\mathrm{rot}, \perp} \boldsymbol{E}_{\mathrm{rot}, \perp}{ }^{\prime}\right)-\boldsymbol{D}\right) \\
& =\left(\frac{1}{\alpha} \sum \boldsymbol{\Phi} \boldsymbol{w}_{t} \ell_{t}^{\prime} \boldsymbol{\Phi}+\frac{1}{\alpha} \sum \boldsymbol{\Phi} \ell_{t} \boldsymbol{w}_{t}^{\prime} \boldsymbol{\Phi}\right) \\
& +\left(\frac{1}{\alpha} \sum \boldsymbol{\Phi} \boldsymbol{z}_{t} \ell_{t}^{\prime} \boldsymbol{\Phi}+\frac{1}{\alpha} \sum \boldsymbol{\Phi} \boldsymbol{\ell}_{t} \boldsymbol{z}_{t}^{\prime} \boldsymbol{\Phi}\right) \\
& +\left(\frac{1}{\alpha} \sum \boldsymbol{\Phi} \boldsymbol{w}_{t} \boldsymbol{w}_{t}^{\prime} \boldsymbol{\Phi}+\frac{1}{\alpha} \sum \boldsymbol{\Phi} \boldsymbol{z}_{t} \boldsymbol{z}_{t}^{\prime} \boldsymbol{\Phi}\right) \\
& +\left(\frac{1}{\alpha} \sum \boldsymbol{E}_{\mathrm{rot}} \boldsymbol{E}_{\mathrm{rot}} \mathbf{\Phi}^{\prime} \ell_{t} \ell_{t}^{\prime} \boldsymbol{\Phi} \boldsymbol{E}_{\mathrm{rot}, \perp} \boldsymbol{E}_{\mathrm{rot}, \perp}^{\prime}\right) \\
& +\left(\frac{1}{\alpha} \sum \boldsymbol{E}_{\mathrm{rot}, \perp} \boldsymbol{E}_{\mathrm{rot}, \perp}{ }^{\prime} \boldsymbol{\Phi} \ell_{t} \ell_{t}^{\prime} \boldsymbol{\Phi} \boldsymbol{E}_{\mathrm{rot}} \boldsymbol{E}_{\mathrm{rot}}^{\prime}\right)
\end{aligned}
$$

Using triangle inequality the bound follows.

The next lemma obtains high probability bounds on the above terms and the two other terms from (2.19).

Lemma 2.24. Assume that the assumptions of Theorem 2.7 with the modification given in Remark 2.8 hold. Let $\epsilon_{0}=0.01|\sin \theta|\left(\tilde{\varepsilon}+q_{\mathrm{rot}}\right), \epsilon_{1}=0.01\left(q_{\mathrm{rot}}^{2}+\tilde{\varepsilon}^{2}\right)$, and $\epsilon_{2}=0.01$. For an $\alpha \geq \alpha_{0}:=$ $C \eta \max \left\{f r \log n, \eta f^{2}(r+\log n)\right\}$, conditioned on $\mathcal{E}_{0}$, all the following hold w.p. at least $1-12 n^{-12}$ :

1. $\left\|\frac{1}{\alpha} \sum_{t} \boldsymbol{\Phi} \ell_{t} \boldsymbol{w}_{t}^{\prime} \boldsymbol{\Phi}\right\| \leq\left[\sqrt{b_{0}}\left(2 \tilde{\varepsilon}^{2} f+(\tilde{\varepsilon}+|\sin \theta|) q_{\mathrm{rot}}\right)+\epsilon_{0}\right] \lambda_{\mathrm{ch}}$,
2. $\left\|\frac{1}{\alpha} \sum_{t} \boldsymbol{\Phi} \boldsymbol{w}_{t} \boldsymbol{w}_{t}^{\prime} \boldsymbol{\Phi}\right\| \leq\left[\sqrt{b_{0}}\left(4 \tilde{\varepsilon}^{2} f+q_{\mathrm{rot}}^{2}\right)+\epsilon_{1}\right] \lambda_{\mathrm{ch}}$,
3. $\lambda_{\min }(\boldsymbol{A}) \geq\left(\sin ^{2} \theta\left(1-\tilde{\varepsilon}^{2}\right)-2 \tilde{\varepsilon}|\sin \theta|\right)\left(1-\epsilon_{2}\right) \lambda_{\mathrm{ch}}-2 \tilde{\varepsilon}(\tilde{\varepsilon}+|\sin \theta|) \epsilon_{2} \lambda_{\mathrm{ch}}$,
4. $\lambda_{\max }\left(\boldsymbol{A}_{\text {rest }}\right) \leq \tilde{\varepsilon}^{2} \lambda^{+}+\tilde{\varepsilon}^{2} \epsilon_{2} \lambda_{\text {ch }}$,
5. $\|$ term11 $\| \leq\left[\tilde{\varepsilon}^{2} f+2 \tilde{\varepsilon}^{2} \epsilon_{2}+\tilde{\varepsilon}|\sin \theta| \epsilon_{2} \mid\right] \lambda_{\mathrm{ch}}$.
6. $\left\|\frac{1}{\alpha} \sum_{t} \boldsymbol{\Phi} \ell_{t} \boldsymbol{z}_{t}{ }^{\prime} \boldsymbol{\Phi}\right\| \leq \epsilon_{0} \lambda_{\mathrm{ch}}$
7. $\left\|\frac{1}{\alpha} \sum_{t} \boldsymbol{\Phi} \boldsymbol{z}_{t} \boldsymbol{z}_{t}^{\prime} \boldsymbol{\Phi}\right\| \leq\left[\left(4 \tilde{\varepsilon}^{2} f+q_{\mathrm{rot}}^{2}\right)+\epsilon_{1}\right] \lambda_{\mathrm{ch}}$

Using Lemma 2.24 and substituting for $\epsilon_{0}, \epsilon_{1}, \epsilon_{2}$, we conclude the following. Conditioned on $\mathcal{E}_{0}$, with probability at least $1-12 n^{-12}$,

$$
\begin{aligned}
& \mathrm{SE}\left(\hat{\boldsymbol{P}}_{\mathrm{rot}}, \boldsymbol{E}_{\mathrm{rot}}\right) \leq \\
& 2 \sqrt{b_{0}}\left[2 \tilde{\varepsilon}^{2} f+(\tilde{\varepsilon}+|\sin \theta|) q_{\mathrm{rot}}\right]+\sqrt{b_{0}}\left[4 \tilde{\varepsilon}^{2} f+q_{\mathrm{rot}}^{2}\right] \\
& \frac{+2\left[\tilde{\varepsilon}^{2} f+2 \tilde{\varepsilon}^{2} \epsilon_{2}+\tilde{\varepsilon}|\sin \theta| \epsilon_{2}\right]+4 \epsilon_{0}+2 \epsilon_{1}}{\left(\sin ^{2} \theta\left(1-\tilde{\varepsilon}^{2}\right)-2 \tilde{\varepsilon}|\sin \theta|\right)\left(1-\epsilon_{2}\right)}, \\
& -2 \tilde{\varepsilon}(\tilde{\varepsilon}+|\sin \theta|) \epsilon_{2}-\left(\tilde{\varepsilon}^{2} f+\tilde{\varepsilon}^{2} \epsilon_{2}\right)-\text { numer }
\end{aligned}
$$

where numer denotes the numerator expression. The numerator, numer, expression can be simplified to

$$
\begin{aligned}
\text { numer } & \leq q_{\text {rot }}\left[2 \sqrt{\rho_{\text {row }}} f(\tilde{\varepsilon}+|\sin \theta|)+0.04|\sin \theta|\right] \\
& +q_{\text {rot }}^{2}\left(\sqrt{b_{0}}+0.02\right)+\tilde{\varepsilon}\left[\left(8 \sqrt{\rho_{\text {row }}} f+2\right) \tilde{\varepsilon} f\right. \\
& +(2 \tilde{\varepsilon}+|\sin \theta|) 0.01+0.04|\sin \theta|+0.02 \tilde{\varepsilon}]
\end{aligned}
$$

Further, using $\tilde{\varepsilon} f \leq 0.01|\sin \theta|, \sqrt{b_{0}} \leq 0.1$ and $q_{\text {rot }} \leq 0.2|\sin \theta|$,

$$
\begin{aligned}
\text { numer } & \leq|\sin \theta|\left(0.242 q_{\mathrm{rot}}+0.07 \tilde{\varepsilon}\right)+0.12 q_{\mathrm{rot}}^{2} \\
& \leq|\sin \theta|\left(0.27 q_{\mathrm{rot}}+0.07 \tilde{\varepsilon}\right)
\end{aligned}
$$

This can be loosely upper bounded by $0.26 \sin ^{2} \theta$. We use this loose upper bound when this term appears in the denominator. Following a similar approach for the denominator, denoted denom,

$$
\begin{aligned}
& \text { denom } \\
& \geq \sin ^{2} \theta\left[1-\tilde{\varepsilon}^{2}-\frac{2 \tilde{\varepsilon}}{|\sin \theta|}-\frac{3 \tilde{\varepsilon}^{2} \epsilon_{2}}{\sin ^{2} \theta}-\frac{\tilde{\varepsilon}^{2} f}{\sin ^{2} \theta}-\frac{\text { numer }}{\sin ^{2} \theta}\right] \\
& \geq \sin ^{2} \theta\left[0.95-\frac{\text { numer }}{\sin ^{2} \theta}\right] \geq 0.69 \sin ^{2} \theta
\end{aligned}
$$

Thus,

$$
\begin{aligned}
\mathrm{SE}\left(\hat{\boldsymbol{P}}_{\mathrm{rot}}, \boldsymbol{E}_{\mathrm{rot}}\right) & \leq \frac{\left(0.27 q_{\mathrm{rot}}+0.07 \tilde{\varepsilon}\right)|\sin \theta|}{0.69 \sin ^{2} \theta} \\
& \leq \frac{0.39 q_{\mathrm{rot}}+0.1 \tilde{\varepsilon}}{|\sin \theta|}
\end{aligned}
$$

Using (2.17) and $\tilde{\varepsilon} \leq \tilde{\varepsilon} f \leq 0.01|\sin \theta|$,

$$
\begin{aligned}
\operatorname{SE}\left(\hat{\boldsymbol{P}}, \boldsymbol{P}_{\mathrm{rot}}\right) & \leq(\tilde{\varepsilon}+|\sin \theta|) \frac{0.39 q_{\mathrm{rot}}+0.1 \tilde{\varepsilon}}{|\sin \theta|} \\
& \leq 1.01|\sin \theta| \frac{0.39 q_{\mathrm{rot}}+0.1 \tilde{\varepsilon}}{|\sin \theta|} \\
& \leq 0.40 q_{\mathrm{rot}}+0.11 \tilde{\varepsilon} .
\end{aligned}
$$

Proof of the last claim: lower bound on $\lambda_{\max }\left(\boldsymbol{D}_{\text {obs }}\right)$. Using Weyl's inequality,

$$
\begin{aligned}
\lambda_{\max }\left(\boldsymbol{D}_{\text {obs }}\right) \geq \lambda_{\max }(\boldsymbol{D})-\|\boldsymbol{H}\| & \geq \lambda_{\max }(\boldsymbol{A})-\|\boldsymbol{H}\| \\
& \geq \lambda_{\min }(\boldsymbol{A})-\|\boldsymbol{H}\| .
\end{aligned}
$$

Using the bounds from Lemmas 2.23 and 2.24 and (2.12), we get the lower bound.

### 2.12 Appendix D: Proof of Lemma 2.24: high probability bounds on the $\sin \theta$ theorem bound terms

Proof of Lemma 2.24. Recall the definition of the event $\mathcal{E}_{0}$ from Remark 2.8. To prove this lemma, we first bound the probabilities of all the events conditioned on $\left\{\hat{\boldsymbol{P}}_{*}, Z\right\}$, for values of $\left\{\hat{\boldsymbol{P}}_{*}, Z\right\} \in \mathcal{E}_{0}$. Then we use the following simple fact.

Fact 2.25. If $\operatorname{Pr}\left(\operatorname{Event} \mid\left\{\hat{\boldsymbol{P}}_{*}, Z\right\}\right) \geq p_{0}$ for all $\left\{\hat{\boldsymbol{P}}_{*}, Z\right\} \in \mathcal{E}_{0}$, then,

$$
\operatorname{Pr}\left(\text { Event } \mid \mathcal{E}_{0}\right) \geq p_{0} .
$$

In the discussion below, we condition on $\left\{\hat{\boldsymbol{P}}_{*}, Z\right\}$, for values of $\left\{\hat{\boldsymbol{P}}_{*}, Z\right\}$ in $\mathcal{E}_{0}$. Conditioned on $\left\{\hat{\boldsymbol{P}}_{*}, Z\right\}$, the matrices $\boldsymbol{E}_{\text {rot }}, \boldsymbol{E}_{\text {rot }, \perp}, \boldsymbol{\Phi}$, etc, are constants (not random). All the terms that we bound in this lemma are either of the form $\sum_{t \in \mathcal{J}^{\alpha}} g_{1}\left(\hat{\boldsymbol{P}}_{*}, Z\right) \boldsymbol{\ell}_{t} \ell_{t}^{\prime} g_{2}\left(\hat{\boldsymbol{P}}_{*}, Z\right)$, for some functions $g_{1}(),. g_{2}($.$) ,$ or are sub-matrices of such a term.

Since the pair $\left\{\hat{\boldsymbol{P}}_{*}, Z\right\}$ is independent of the $\boldsymbol{\ell}_{t}$ 's for $t \in \mathcal{J}^{\alpha}$, and these $\boldsymbol{\ell}_{t}$ 's are mutually independent, hence, even conditioned on $\left\{\hat{\boldsymbol{P}}_{*}, Z\right\}$, the same holds: the $\boldsymbol{\ell}_{t}$ 's for $t \in \mathcal{J}^{\alpha}$ are mutually independent. Thus, once we condition on $\left\{\hat{\boldsymbol{P}}_{*}, Z\right\}$, the summands in the terms we need to bound are
mutually independent. As a result, matrix Bernstein (Theorem 2.27) or Vershynin's sub-Gaussian result (Theorem 2.28) are applicable.

Item 1: In the proof of this and later items, we condition on $\left\{\hat{\boldsymbol{P}}_{*}, Z\right\}$, for values of $\left\{\hat{\boldsymbol{P}}_{*}, Z\right\}$ in $\mathcal{E}_{0}$.

Since $\|\boldsymbol{\Phi}\|=1$,

$$
\left\|\frac{1}{\alpha} \sum_{t} \boldsymbol{\Phi} \ell_{t} \boldsymbol{w}_{t}^{\prime} \boldsymbol{\Phi}\right\| \leq\left\|\frac{1}{\alpha} \sum_{t} \boldsymbol{\Phi} \boldsymbol{\ell}_{t} \boldsymbol{w}_{t}^{\prime}\right\| .
$$

To bound the RHS above, we will apply matrix Bernstein (Theorem 2.27) with $\boldsymbol{Z}_{t}=\boldsymbol{\Phi} \ell_{t} \boldsymbol{w}_{t}{ }^{\prime}$. As explained above, conditioned on $\left\{\hat{\boldsymbol{P}}_{*}, Z\right\}$, the $\boldsymbol{Z}_{t}$ 's are mutually independent. We first obtain a bound on the expected value of the time average of the $\boldsymbol{Z}_{t}$ 's and then compute $R$ and $\sigma^{2}$ needed by Theorem 2.27. By Cauchy-Schwarz,

$$
\begin{align*}
& \left\|\mathbb{E}\left[\frac{1}{\alpha} \sum_{t} \boldsymbol{\Phi} \boldsymbol{\ell}_{t} \boldsymbol{w}_{t}^{\prime}\right]\right\|^{2}=\left\|\frac{1}{\alpha} \sum_{t} \boldsymbol{\Phi} \boldsymbol{P} \boldsymbol{\Lambda} \boldsymbol{P}^{\prime} \boldsymbol{M}_{1, t} \boldsymbol{M}_{2, t}\right\|^{\prime} \|^{2} \\
& \stackrel{(a)}{\leq}\left\|\frac{1}{\alpha} \sum_{t}\left(\boldsymbol{\Phi} \boldsymbol{P} \boldsymbol{\Lambda} \boldsymbol{P}^{\prime} \boldsymbol{M}_{1, t^{\prime}}\right)\left(\boldsymbol{M}_{1, t} \boldsymbol{P} \boldsymbol{\Lambda} \boldsymbol{P}^{\prime} \boldsymbol{\Phi}\right)\right\| \times \\
& \left\|\frac{1}{\alpha} \sum_{t} \boldsymbol{M}_{2, t} \boldsymbol{M}_{2, t^{\prime}}\right\| \\
& \stackrel{(b)}{\leq} b_{0}\left[\max _{t}\left\|\boldsymbol{\Phi} \boldsymbol{P} \boldsymbol{\Lambda} \boldsymbol{P}^{\prime} \boldsymbol{M}_{1, t^{\prime}}\right\|^{2}\right] \\
& \leq b_{0}\left[\operatorname { m a x } _ { t } \left(\left\|\boldsymbol{\Phi} \boldsymbol{P}_{\mathrm{fix}} \boldsymbol{\Lambda}_{\mathrm{fix}} \boldsymbol{P}_{\mathrm{fix}}{ }^{\prime} \boldsymbol{M}_{1, t}^{\prime}\right\|\right.\right. \\
& \left.\left.+\left\|\boldsymbol{\Phi} \boldsymbol{P}_{\mathrm{rot}} \boldsymbol{\Lambda}_{\mathrm{ch}} \boldsymbol{P}_{\mathrm{rot}}{ }^{\prime} \boldsymbol{M}_{1, t}{ }^{\prime}\right\|\right)^{2}\right] \\
& \leq b_{0}\left[\tilde{\varepsilon}_{0} \lambda^{+}+(\tilde{\varepsilon}+|\sin \theta|) q_{\mathrm{rot}} \lambda_{\mathrm{ch}}\right]^{2} \tag{2.20}
\end{align*}
$$

where (a) follows by Cauchy-Schwarz (Theorem 2.26) with $\boldsymbol{X}_{t}=\boldsymbol{\Phi} \boldsymbol{P} \boldsymbol{\Lambda} \boldsymbol{P}^{\prime} \boldsymbol{M}_{1, t^{\prime}}$ and $\boldsymbol{Y}_{t}=\boldsymbol{M}_{2, t}$, (b) follows from the assumption on $\boldsymbol{M}_{2, t}$, and the last inequality follows from Lemma 2.21. Using $q_{0} \leq 2 \tilde{\varepsilon}$,

$$
\left\|\mathbb{E}\left[\frac{1}{\alpha} \sum \boldsymbol{\Phi} \boldsymbol{\ell}_{t} \boldsymbol{w}_{t}^{\prime}\right]\right\| \leq \sqrt{b_{0}}\left[2 \tilde{\varepsilon}^{2} \lambda^{+}+(\tilde{\varepsilon}+|\sin \theta|) q_{\mathrm{rot}} \lambda_{\mathrm{ch}}\right] .
$$

To compute $R$, using Lemma 2.21 and using $q_{0} \leq 2 \tilde{\varepsilon}$ and $q_{\mathrm{rot}}<|\sin \theta|$,

$$
\begin{aligned}
\left\|\boldsymbol{Z}_{t}\right\| \leq\left\|\boldsymbol{\Phi} \boldsymbol{\ell}_{t}\right\|\left\|\boldsymbol{w}_{t}\right\| & \leq\left(\tilde{\varepsilon} \sqrt{\eta r \lambda^{+}}+(\tilde{\varepsilon}+|\sin \theta|) \sqrt{\eta \lambda_{\mathrm{ch}}}\right) \\
& \left(q_{0} \sqrt{\eta r \lambda^{+}}+q_{\mathrm{rot}} \sqrt{\eta \lambda_{\mathrm{ch}}}\right) \\
& \leq 4 \tilde{\varepsilon}^{2} \eta r \lambda^{+}+|\sin \theta| q_{\mathrm{rot}} \eta \lambda_{\mathrm{ch}} \\
& +2 \tilde{\varepsilon} \eta \sqrt{r \lambda^{+} \lambda_{\mathrm{ch}}}\left(q_{\mathrm{rot}}+|\sin \theta|\right) \\
& \leq c_{1} \tilde{\varepsilon}|\sin \theta| \eta r \lambda^{+}+c_{2}|\sin \theta| q_{\mathrm{rot}} \eta \lambda_{\mathrm{ch}} \\
& :=R
\end{aligned}
$$

for numerical constants $c_{1}, c_{2}$. Next we compute $\sigma^{2}$. Since $\boldsymbol{w}_{t}$ 's are bounded r.v.'s, we have

$$
\begin{aligned}
\left\|\frac{1}{\alpha} \sum_{t} \mathbb{E}\left[\boldsymbol{Z}_{t} \boldsymbol{Z}_{t}^{\prime}\right]\right\| & =\left\|\frac{1}{\alpha} \sum_{t} \mathbb{E}\left[\boldsymbol{\Phi} \boldsymbol{\ell}_{t} \boldsymbol{w}_{t}^{\prime} \boldsymbol{w}_{t} \ell_{t}^{\prime} \boldsymbol{\Phi}\right]\right\| \\
& =\left\|\frac{1}{\alpha} \mathbb{E}\left[\left\|\boldsymbol{w}_{t}\right\|^{2} \boldsymbol{\Phi} \ell_{t} \ell_{t}^{\prime} \boldsymbol{\Phi}\right]\right\| \\
& \leq\left(\max _{\boldsymbol{w}_{t}}\left\|\boldsymbol{w}_{t}\right\|^{2}\right)\left\|\frac{1}{\alpha} \sum_{t} \mathbb{E}\left[\boldsymbol{\Phi} \ell_{t} \ell_{t}^{\prime} \boldsymbol{\Phi}\right]\right\| \\
& \leq\left(8 \tilde{\varepsilon}^{2} \eta r \lambda^{+}+2 q_{\mathrm{rot}}^{2} \eta \lambda_{\mathrm{ch}}\right) \\
& \left(2 \tilde{\varepsilon}^{2} \lambda^{+}+\sin ^{2} \theta \lambda_{\mathrm{ch}}\right) \\
& \leq c_{1} q_{\mathrm{rot}}^{2} \sin ^{2} \theta \eta\left(\lambda_{\mathrm{ch}}\right)^{2}+c_{2} \tilde{\varepsilon}^{2} \eta r \sin ^{2} \theta \lambda^{+} \lambda_{\mathrm{ch}} \\
& :=\sigma_{1}^{2}
\end{aligned}
$$

for numerical constants $c_{1}$ and $c_{2}$. The above bounds again used $q_{0} \leq 2 \tilde{\varepsilon}$ and $q_{\text {rot }}<|\sin \theta|$. For bounding $\left\|\frac{1}{\alpha} \sum_{t} \mathbb{E}\left[\boldsymbol{Z}_{t}^{\prime} \boldsymbol{Z}_{t}\right]\right\|$ we get the same expression except for the values of $c_{1}, c_{2}$. Thus, applying matrix Bernstein (Theorem 2.27) followed by Fact 2.25,

$$
\begin{aligned}
& \operatorname{Pr}\left(\left\|\frac{1}{\alpha} \sum_{t} \boldsymbol{\Phi} \boldsymbol{\ell}_{t} \boldsymbol{w}_{t}^{\prime}\right\|\right. \\
& \left.\leq \sqrt{\rho_{\mathrm{row}}} f\left[2 \tilde{\varepsilon}^{2} \lambda^{+}+(\tilde{\varepsilon}+|\sin \theta|) q_{\mathrm{rot}} \lambda_{\mathrm{ch}}\right]+\epsilon \mid \mathcal{E}_{0}\right) \\
& \geq 1-2 n \exp \left(\frac{-\alpha}{4 \max \left\{\frac{\sigma_{1}^{2}}{\epsilon^{2}}, \frac{R}{\epsilon}\right\}}\right) .
\end{aligned}
$$

Let $\epsilon=\epsilon_{0} \lambda_{\text {ch }}$ where $\epsilon_{0}=0.01 \sin \theta\left(q_{\text {rot }}+\tilde{\varepsilon}\right)$. Then, clearly,

$$
\begin{array}{r}
\frac{\sigma^{2}}{\epsilon^{2}} \leq c \eta \max \{1, f r\}=c \eta f r, \text { and } \\
\frac{R}{\epsilon} \leq c \eta \max \{1, f r\}=c \eta f r
\end{array}
$$

Hence, for the probability to be of the form $1-2 n^{-12}$ we require that $\alpha \geq \alpha_{(1)}$ where

$$
\alpha_{(1)}:=C \cdot \eta f(r \log n)
$$

Thus, if $\alpha \geq \alpha_{(1)}$, conditioned on $\mathcal{E}_{0}$, the bound on $\left\|\frac{1}{\alpha} \sum_{t} \boldsymbol{\Phi} \boldsymbol{\ell}_{t} \boldsymbol{w}_{t}{ }^{\prime} \boldsymbol{\Phi}\right\|$ given in Lemma 2.24 holds w.p. at least $1-2 n^{-12}$.

Item 2: We use Theorem 2.27 (matrix Bernstein) with $\boldsymbol{Z}_{t}:=\boldsymbol{\Phi} \boldsymbol{w}_{t} \boldsymbol{w}_{t}{ }^{\prime} \boldsymbol{\Phi}$. The proof approach is similar to that of the proof of item 1. First we bound the norm of the expectation of the time average of $\boldsymbol{Z}_{t}$ :

$$
\begin{aligned}
& \left\|\mathbb{E}\left[\frac{1}{\alpha} \sum \boldsymbol{\Phi} \boldsymbol{w}_{t} \boldsymbol{w}_{t}^{\prime} \boldsymbol{\Phi}\right]\right\| \\
& =\left\|\frac{1}{\alpha} \sum \boldsymbol{\Phi} \boldsymbol{M}_{2, t} \boldsymbol{M}_{1, t} \boldsymbol{P} \boldsymbol{\Lambda} \boldsymbol{P}^{\prime} \boldsymbol{M}_{1, t^{\prime}} \boldsymbol{M}_{2, t} \boldsymbol{\Phi}^{\prime} \boldsymbol{\Phi}\right\| \\
& \leq\left\|\frac{1}{\alpha} \sum \boldsymbol{M}_{2, t} \boldsymbol{M}_{1, t} \boldsymbol{P} \boldsymbol{\Lambda} \boldsymbol{P}^{\prime} \boldsymbol{M}_{1, t^{\prime}} \boldsymbol{M}_{2, t^{\prime}}\right\| \\
& \stackrel{(a)}{\leq}\left(\left\|\frac{1}{\alpha} \sum_{t} \boldsymbol{M}_{2, t} \boldsymbol{M}_{2, t}{ }^{\prime}\right\|\right. \\
& \left.\left[\max _{t}\left\|\boldsymbol{M}_{2, t} \boldsymbol{M}_{1, t} \boldsymbol{P} \boldsymbol{\Lambda} \boldsymbol{P}^{\prime} \boldsymbol{M}_{1, t}(\cdot)^{\prime}\right\|^{2}\right]\right)^{1 / 2} \\
& \stackrel{(b)}{\leq} \sqrt{b_{0}}\left[\max _{t}\left\|\boldsymbol{M}_{1, t} \boldsymbol{P} \boldsymbol{\Lambda} \boldsymbol{P}^{\prime} \boldsymbol{M}_{1, t} \boldsymbol{M}_{2, t^{\prime}}\right\|\right] \\
& \stackrel{(c)}{\leq} \sqrt{b_{0}}\left[q_{0}^{2} \lambda^{+}+q_{\mathrm{rot}}^{2} \lambda_{\mathrm{ch}}\right] \leq \sqrt{b_{0}}\left[4 \tilde{\varepsilon}^{2} \lambda^{+}+q_{\mathrm{rot}}^{2} \lambda_{\mathrm{ch}}\right] .
\end{aligned}
$$

(a) follows from Cauchy-Schwarz (Theorem 2.26) with $\boldsymbol{X}_{t}=\boldsymbol{M}_{2, t}$ and $\boldsymbol{Y}_{t}=\boldsymbol{M}_{1, t} \boldsymbol{P} \boldsymbol{\Lambda} \boldsymbol{P}^{\prime} \boldsymbol{M}_{1, t}{ }^{\prime} \boldsymbol{M}_{2, t}{ }^{\prime}$,
(b) follows from the assumption on $\boldsymbol{M}_{2, t}$, and (c) follows from Lemma 2.21. The last inequality
used $q_{0} \leq 2 \tilde{\varepsilon}$. To obtain $R$,

$$
\begin{aligned}
\left\|\boldsymbol{Z}_{t}\right\| & =\left\|\boldsymbol{\Phi} \boldsymbol{w}_{t} \boldsymbol{w}_{t}^{\prime} \boldsymbol{\Phi}\right\| \\
& \leq 2\left(\left\|\boldsymbol{\Phi} \boldsymbol{M}_{t} \boldsymbol{P}_{\mathrm{fix}} \boldsymbol{a}_{t, \mathrm{fix}}\right\|^{2}+\left\|\boldsymbol{\Phi} \boldsymbol{M}_{t} \boldsymbol{P}_{\mathrm{rot}} \boldsymbol{a}_{t, \mathrm{ch}}\right\|^{2}\right) \\
& \leq 2\left(q_{0}^{2} \eta r \lambda^{+}+q_{\mathrm{rot}}^{2} \eta \lambda_{\mathrm{ch}}\right) \\
& \leq 8 \tilde{\varepsilon}^{2} r \eta \lambda^{+}+2 q_{\mathrm{rot}}^{2} \eta \lambda_{\mathrm{ch}}:=R
\end{aligned}
$$

To obtain $\sigma^{2}$,

$$
\begin{aligned}
& \left\|\frac{1}{\alpha} \sum_{t} \mathbb{E}\left[\boldsymbol{\Phi} \boldsymbol{w}_{t}\left(\boldsymbol{\Phi} \boldsymbol{w}_{t}\right)^{\prime}\left(\boldsymbol{\Phi} \boldsymbol{w}_{t}\right) \boldsymbol{w}_{t}^{\prime} \boldsymbol{\Phi}\right]\right\| \\
& =\left\|\frac{1}{\alpha} \sum_{t} \mathbb{E}\left[\boldsymbol{\Phi} \boldsymbol{w}_{t} \boldsymbol{w}_{t}^{\prime} \boldsymbol{\Phi}\left\|\boldsymbol{\Phi} \boldsymbol{w}_{t}\right\|^{2}\right]\right\| \\
& \leq\left(\max _{\boldsymbol{w}_{t}}\left\|\boldsymbol{\Phi} \boldsymbol{w}_{t}\right\|^{2}\right)\left\|\boldsymbol{\Phi} \boldsymbol{M}_{t} \boldsymbol{P} \boldsymbol{\Lambda} \boldsymbol{P}^{\prime} \boldsymbol{M}_{t}^{\prime} \boldsymbol{\Phi}\right\| \\
& \leq 2\left(q_{0}^{2} r \eta \lambda^{+}+q_{\mathrm{rot}}^{2} \eta \lambda_{\mathrm{ch}}\right)\left(q_{0}^{2} \lambda^{+}+q_{\mathrm{rot}}^{2} \lambda_{\mathrm{ch}}\right) \\
& \leq c_{1} q_{\mathrm{rot}}^{4} \eta\left(\lambda_{\mathrm{ch}}\right)^{2}+c_{2} q_{\mathrm{rot}}^{2} \tilde{\varepsilon}^{2} \eta r \lambda^{+} \lambda_{\mathrm{ch}}:=\sigma^{2}
\end{aligned}
$$

Applying matrix Bernstein (Theorem 2.27) followed by Fact 2.25, we have

$$
\begin{array}{r}
\operatorname{Pr}\left(\left.\left\|\frac{1}{\alpha} \sum_{t} \boldsymbol{\Phi} \boldsymbol{w}_{t} \boldsymbol{w}_{t}^{\prime} \boldsymbol{\Phi}\right\| \leq \sqrt{b_{0}}\left[4 \tilde{\varepsilon}^{2} \lambda^{+}+q_{\mathrm{rot}}^{2} \lambda_{\mathrm{ch}}\right]+\epsilon \right\rvert\, \mathcal{E}_{0}\right) \\
\geq 1-n \exp \left(\frac{-\alpha \epsilon^{2}}{2\left(\sigma^{2}+R \epsilon\right)}\right)
\end{array}
$$

Let $\epsilon=\epsilon_{1} \lambda_{\mathrm{ch}}, \epsilon_{1}=0.01\left(q_{\mathrm{rot}}^{2}+\tilde{\varepsilon}^{2}\right)$. Then we get

$$
\frac{R}{\epsilon} \leq c \eta \max \{1, r f\}, \quad \text { and } \frac{\sigma^{2}}{\epsilon^{2}} \leq c \eta \max \{1, r f\}
$$

For the success probability to be of the form $1-2 n^{-12}$ we require $\alpha \geq \alpha_{(2)}$ where

$$
\alpha_{(2)}:=C \eta \cdot 13 f(r \log n)
$$

Thus, if $\alpha \geq \alpha_{(2)}$,
$\operatorname{Pr}\left(\left.\left\|\frac{1}{\alpha} \sum_{t} \boldsymbol{\Phi} \boldsymbol{w}_{t} \boldsymbol{w}_{t}^{\prime} \boldsymbol{\Phi}\right\| \leq\left[\sqrt{b_{0}}\left(4 \tilde{\varepsilon}^{2} f+q_{\mathrm{rot}}^{2}\right)+\epsilon_{1}\right] \lambda_{\mathrm{ch}} \right\rvert\, \mathcal{E}_{0}\right) \geq 1-n^{-12}$.

Item 3: Expanding the expression for $\boldsymbol{A}$,

$$
\begin{aligned}
\boldsymbol{A} & =\boldsymbol{E}_{\mathrm{rot}}{ }^{\prime} \boldsymbol{\Phi} \boldsymbol{P}_{\mathrm{fix}}\left(\frac{1}{\alpha} \sum_{t} \boldsymbol{a}_{t, \mathrm{fix}} \boldsymbol{a}_{t, \mathrm{fix}}{ }^{\prime}\right) \boldsymbol{P}_{\mathrm{fix}}{ }^{\prime} \boldsymbol{\Phi} \boldsymbol{E}_{\mathrm{rot}} \\
& +\boldsymbol{E}_{\mathrm{rot}}{ }^{\prime} \boldsymbol{\Phi} \boldsymbol{P}_{\mathrm{rot}}\left(\frac{1}{\alpha} \sum_{t} \boldsymbol{a}_{t, \mathrm{ch}} \boldsymbol{a}_{t, \mathrm{ch}}{ }^{\prime}\right) \boldsymbol{P}_{\mathrm{rot}}{ }^{\prime} \boldsymbol{\Phi} \boldsymbol{E}_{\mathrm{rot}} \\
& + \text { term1 }+ \text { term1 } 1^{\prime}
\end{aligned}
$$

where term1 $:=\boldsymbol{E}_{\mathrm{rot}}{ }^{\prime} \boldsymbol{\Phi} \boldsymbol{P}_{\mathrm{fix}}\left(\frac{1}{\alpha} \sum_{t} \boldsymbol{a}_{t, \mathrm{fix}} \boldsymbol{a}_{t, \mathrm{ch}}{ }^{\prime}\right) \boldsymbol{P}_{\mathrm{rot}}{ }^{\prime} \boldsymbol{\Phi} \boldsymbol{E}_{\mathrm{rot}}$. Since the first term on the RHS is positive semi-definite,

$$
\begin{align*}
& \lambda_{\min }(\boldsymbol{A}) \\
& \geq \lambda_{\min }\left(\boldsymbol{E}_{\mathrm{rot}}{ }^{\prime} \boldsymbol{\Phi} \boldsymbol{P}_{\mathrm{rot}}\left(\frac{1}{\alpha} \sum_{t} \boldsymbol{a}_{t, \mathrm{ch}} \boldsymbol{a}_{t, \mathrm{ch}}{ }^{\prime}\right) \boldsymbol{P}_{\mathrm{rot}}{ }^{\prime} \boldsymbol{\Phi} \boldsymbol{E}_{\mathrm{rot}}\right) \\
& +\lambda_{\min }\left(\mathrm{term} 1+\mathrm{term} 1^{\prime}\right) \\
& \geq \lambda_{\min }\left(\boldsymbol{E}_{\mathrm{rot}}{ }^{\prime} \boldsymbol{\Phi} \boldsymbol{P}_{\mathrm{rot}}\left(\frac{1}{\alpha} \sum_{t} \boldsymbol{a}_{t, \mathrm{ch}} \boldsymbol{a}_{t, \mathrm{ch}}{ }^{\prime}\right) \boldsymbol{P}_{\mathrm{rot}}{ }^{\prime} \boldsymbol{\Phi} \boldsymbol{E}_{\mathrm{rot}}\right) \\
& -2\left\|\boldsymbol{E}_{\mathrm{rot}}{ }^{\prime} \boldsymbol{\Phi} \boldsymbol{P}_{\mathrm{rot}}\left(\frac{1}{\alpha} \sum_{t} \boldsymbol{a}_{t, \mathrm{ch}} \boldsymbol{a}_{t, \mathrm{fix}}{ }^{\prime}\right) \boldsymbol{P}_{\mathrm{fix}}{ }^{\prime} \boldsymbol{\Phi} \boldsymbol{E}_{\mathrm{rot}}\right\| \tag{2.21}
\end{align*}
$$

Under our current assumptions, the $\boldsymbol{a}_{t, \mathrm{ch}}$ 's are scalars, so $\boldsymbol{A}$ and $\frac{1}{\alpha} \sum_{t} \boldsymbol{a}_{t, \mathrm{ch}} \boldsymbol{a}_{t, \mathrm{ch}}$ 'are actually scalars. However, we write things in a general fashion (allowing $\boldsymbol{a}_{t, \mathrm{ch}}$ 's to be $r_{\mathrm{ch}}$ length vectors), so as to make our later discussion of the $r_{\mathrm{ch}}>1$ case easier. Using (2.21),

$$
\begin{align*}
& \lambda_{\min }(\boldsymbol{A}) \\
& \geq \lambda_{\min }\left(\boldsymbol{E}_{\mathrm{rot}}{ }^{\prime} \boldsymbol{\Phi} \boldsymbol{P}_{\mathrm{rot}} \boldsymbol{P}_{\mathrm{rot}}{ }^{\prime} \boldsymbol{\Phi} \boldsymbol{E}_{\mathrm{rot}}\right) \lambda_{\min }\left(\frac{1}{\alpha} \sum_{t} \boldsymbol{a}_{t, \mathrm{ch}} \boldsymbol{a}_{t, \mathrm{ch}}{ }^{\prime}\right) \\
& -2\left\|\boldsymbol{E}_{\mathrm{rot}}{ }^{\prime} \boldsymbol{\Phi} \boldsymbol{P}_{\mathrm{rot}}\right\|\left\|\boldsymbol{P}_{\mathrm{fix}}{ }^{\prime} \boldsymbol{\Phi} \boldsymbol{E}_{\mathrm{rot}}\right\|\left\|\left(\frac{1}{\alpha} \sum_{t} \boldsymbol{a}_{t, \mathrm{ch}} \boldsymbol{a}_{t, \mathrm{fix}}{ }^{\prime}\right)\right\| \\
& \geq\left(\sin ^{2} \theta\left(1-\tilde{\varepsilon}^{2}\right)-2 \tilde{\varepsilon}|\sin \theta|\right) \lambda_{\min }\left(\frac{1}{\alpha} \sum_{t} \boldsymbol{a}_{t, \mathrm{ch}} \boldsymbol{a}_{t, \mathrm{ch}}{ }^{\prime}\right) \\
& -2 \tilde{\varepsilon}(\tilde{\varepsilon}+|\sin \theta|)\left\|\left(\frac{1}{\alpha} \sum_{t} \boldsymbol{a}_{t, \mathrm{ch}} \boldsymbol{a}_{t, \mathrm{fix}}{ }^{\prime}\right)\right\| . \tag{2.22}
\end{align*}
$$

The second inequality follows using $\boldsymbol{E}_{\mathrm{rot}}{ }^{\prime} \boldsymbol{\Phi} \boldsymbol{P}_{\mathrm{rot}}=\boldsymbol{E}_{\mathrm{rot}}{ }^{\prime} \boldsymbol{E}_{\mathrm{rot}} \boldsymbol{R}_{\mathrm{rot}}=\boldsymbol{R}_{\mathrm{rot}}$ and Lemma 2.21. The first inequality is straightforward if $\boldsymbol{a}_{t, \text { ch }}$ 's are scalars (current setting); it follows using Ostrowski's theorem [13] in the general case.

To bound the remaining terms in the above expression, we use Vershynin's sub-Gaussian result [29, Theorem 5.39] summarized in Theorem 2.28. To apply this, recall that $\left(\boldsymbol{a}_{t}\right)_{i}$ are bounded random variables satisfying $\left|\left(\boldsymbol{a}_{t}\right)_{i}\right| \leq \sqrt{\eta \lambda_{i}}$. Hence they are sub-Gaussian with sub-Gaussian norm $\sqrt{\eta \lambda_{i}}$ [29]. Using [29, Lemma 5.24], the vectors $\boldsymbol{a}_{t}$ are also sub-Gaussian with sub-Gaussian norm bounded by $\max _{i} \sqrt{\eta \lambda_{i}}=\sqrt{\eta \lambda^{+}}$. Thus, applying Theorem 2.28 with $K \equiv \sqrt{\eta \lambda^{+}}, \epsilon \equiv \epsilon_{2} \lambda_{\mathrm{ch}}$, $N \equiv \alpha, n_{w} \equiv r$, followed by using Fact 2.25 , if $\alpha \geq \alpha_{(3)}:=\frac{C(r \log 9+10 \log n) f^{2}}{\epsilon_{2}^{2}}$, then,

$$
\begin{equation*}
\operatorname{Pr}\left(\left.\left\|\frac{1}{\alpha} \sum_{t} \boldsymbol{a}_{t} \boldsymbol{a}_{t}^{\prime}-\boldsymbol{\Lambda}\right\| \leq \epsilon_{2} \lambda_{\mathrm{ch}} \right\rvert\, \mathcal{E}_{0}\right) \geq 1-2 n^{-12} \tag{2.23}
\end{equation*}
$$

We could also have used matrix Bernstein to bound $\left\|\sum_{t} \boldsymbol{a}_{t} \boldsymbol{a}_{t}{ }^{\prime}\right\|$. However, since the $\boldsymbol{a}_{t}$ 's are $r$-length vectors and $r \ll n$, the Vershynin result requires a smaller lower bound on $\alpha$.

If $\boldsymbol{B}_{1}$ is a sub-matrix of a matrix $\boldsymbol{B}$, then $\left\|\boldsymbol{B}_{1}\right\| \leq\|\boldsymbol{B}\|$. Thus, we can also use (2.23) for bounding the norm of various sub-matrices of $\left(\frac{1}{\alpha} \sum_{t} \boldsymbol{a}_{t} \boldsymbol{a}_{t}{ }^{\prime}-\boldsymbol{\Lambda}\right)$. Doing this, we get

$$
\begin{align*}
& \operatorname{Pr}\left(\left.\lambda_{\max }\left(\frac{1}{\alpha} \sum_{t} \boldsymbol{a}_{t, \mathrm{fix}} \boldsymbol{a}_{t, \mathrm{fix}}{ }^{\prime}\right) \leq \lambda^{+}+\epsilon_{2} \lambda_{\mathrm{ch}} \right\rvert\, \mathcal{E}_{0}\right) \\
& \geq 1-2 n^{-12},  \tag{2.24}\\
& \operatorname{Pr}\left(\left.\lambda_{\max }\left(\frac{1}{\alpha} \sum_{t} \boldsymbol{a}_{t, \mathrm{ch}} \boldsymbol{a}_{t, \mathrm{ch}}{ }^{\prime}\right) \leq \lambda_{\mathrm{ch}}+\epsilon_{2} \lambda_{\mathrm{ch}} \right\rvert\, \mathcal{E}_{0}\right) \\
& \geq 1-2 n^{-12},  \tag{2.25}\\
& \operatorname{Pr}\left(\left.\lambda_{\min }\left(\frac{1}{\alpha} \sum_{t} \boldsymbol{a}_{t, \mathrm{ch}} \boldsymbol{a}_{t, \mathrm{ch}}{ }^{\prime}\right) \geq \lambda_{\mathrm{ch}}-\epsilon_{2} \lambda_{\mathrm{ch}} \right\rvert\, \mathcal{E}_{0}\right) \\
& \geq 1-2 n^{-12}, \text { and }  \tag{2.26}\\
& \operatorname{Pr}\left(\left.\left\|\frac{1}{\alpha} \sum_{t} \boldsymbol{a}_{t, \mathrm{ch}} \boldsymbol{a}_{t, \mathrm{fix}}{ }^{\prime}\right\| \leq \epsilon_{2} \lambda_{\mathrm{ch}} \right\rvert\, \mathcal{E}_{0}\right) \\
& \geq 1-2 n^{-12} . \tag{2.27}
\end{align*}
$$

Combining (2.22), (2.26) and (2.27), if $\alpha \geq \alpha_{(3)}$,

$$
\begin{align*}
\operatorname{Pr}\left(\lambda_{\min }(\boldsymbol{A}) \geq\right. & \left(\sin ^{2} \theta\left(1-\tilde{\varepsilon}^{2}\right)-2 \tilde{\varepsilon}|\sin \theta|\right)\left(1-\epsilon_{2}\right) \lambda_{\mathrm{ch}} \\
& \left.-2 \tilde{\varepsilon}(\tilde{\varepsilon}+|\sin \theta|) \epsilon_{2} \lambda_{\mathrm{ch}} \mid \mathcal{E}_{0}\right) \geq 1-4 n^{-12} \tag{2.28}
\end{align*}
$$

Item 4: Recall that $\boldsymbol{E}_{\text {rot }, \perp}{ }^{\prime} \boldsymbol{\Phi} \boldsymbol{P}_{\text {rot }}=0$. Thus,

$$
\begin{align*}
\lambda_{\max }\left(\boldsymbol{A}_{\mathrm{rest}}\right) & \leq \lambda_{\max }\left(\boldsymbol{E}_{\mathrm{rot}, \perp}{ }^{\prime} \boldsymbol{\Phi} \boldsymbol{P}_{\mathrm{fix}} \boldsymbol{P}_{\mathrm{fix}}{ }^{\prime} \boldsymbol{\Phi} \boldsymbol{E}_{\mathrm{rot}, \perp}\right) \times \\
& \lambda_{\max }\left(\frac{1}{\alpha} \sum_{t} \boldsymbol{a}_{t, \mathrm{fix}} \boldsymbol{a}_{t, \mathrm{fix}}{ }^{\prime}\right) \tag{2.29}
\end{align*}
$$

where the last inequality follows from Ostrowski's theorem [13]. Using this and (2.24), if $\alpha \geq \alpha_{(3)}$,

$$
\operatorname{Pr}\left(\lambda_{\max }\left(\boldsymbol{A}_{\text {rest }}\right) \leq \tilde{\varepsilon}^{2} \lambda^{+}+\tilde{\varepsilon}^{2} \epsilon_{2} \lambda_{\mathrm{ch}} \mid \mathcal{E}_{0}\right) \geq 1-2 n^{-12}
$$

Item 5: Recall that
term11 $=\frac{1}{\alpha} \sum \boldsymbol{E}_{\mathrm{rot}} \boldsymbol{E}_{\mathrm{rot}}{ }^{\prime} \boldsymbol{\Phi} \ell_{t} \ell_{t}^{\prime} \boldsymbol{\Phi} \boldsymbol{E}_{\mathrm{rot}, \perp} \boldsymbol{E}_{\mathrm{rot}, \perp^{\prime}}$. As in earlier items, we can expand this into a sum of four terms using $\boldsymbol{\ell}_{t}=\boldsymbol{P}_{\mathrm{fix}} \boldsymbol{a}_{t, \mathrm{fix}}+\boldsymbol{P}_{\mathrm{rot}} \boldsymbol{a}_{t, \mathrm{ch}}$. Then using $\boldsymbol{E}_{\mathrm{rot}, \perp}{ }^{\prime} \boldsymbol{\Phi} \boldsymbol{P}_{\mathrm{rot}}=0$ and $\left\|\boldsymbol{E}_{\mathrm{rot}}\right\|=\left\|\boldsymbol{E}_{\mathrm{rot}, \perp}\right\|=1$, we get

$$
\begin{align*}
\| \text { term11 } \| & \leq\left\|\boldsymbol{\Phi} \boldsymbol{P}_{\mathrm{fix}}\right\|\left\|\boldsymbol{P}_{\mathrm{fix}}{ }^{\prime} \boldsymbol{\Phi}\right\| \lambda_{\max }\left(\frac{1}{\alpha} \sum_{t} \boldsymbol{a}_{t, \mathrm{fix}} \boldsymbol{a}_{t, \mathrm{fix}}{ }^{\prime}\right) \\
& +\left\|\boldsymbol{\Phi} \boldsymbol{P}_{\mathrm{rot}}\right\|\left\|\boldsymbol{P}_{\mathrm{fix}}{ }^{\prime} \boldsymbol{\Phi}\right\|\left\|\frac{1}{\alpha} \sum_{t} \boldsymbol{a}_{t, \mathrm{fix}} \boldsymbol{a}_{t, \mathrm{ch}}{ }^{\prime}\right\| \tag{2.30}
\end{align*}
$$

Using (2.24) and (2.27), if $\alpha \geq \alpha_{(3)}$, w.p. at least $1-4 n^{-12}$, conditioned on $\mathcal{E}_{0}, \|$ term11 $\| \leq$ $\tilde{\varepsilon}^{2}\left(\lambda^{+}+\epsilon_{2} \lambda_{\mathrm{ch}}\right)+(\tilde{\varepsilon}(\tilde{\varepsilon}+|\sin \theta|)) \epsilon_{2} \lambda_{\mathrm{ch}}$.

Item 6: Consider $\left\|\frac{1}{\alpha} \sum_{t} \boldsymbol{\Phi} \boldsymbol{\ell}_{t} \boldsymbol{z}_{t}^{\prime}\right\|$. We will apply matrix Bernstein (Theorem 2.27). We have $\left\|\mathbb{E}\left[\frac{1}{\alpha} \sum_{t} \boldsymbol{\Phi} \boldsymbol{\ell}_{t} \boldsymbol{z}_{t}^{\prime}\right]\right\|=0$ since $\boldsymbol{\ell}_{t}$ 's are independent of $\boldsymbol{z}_{t}$ 's and both are zero mean. We obtain $R$ as
follows

$$
\begin{aligned}
& \left\|\boldsymbol{\Phi} \boldsymbol{\ell}_{t} \boldsymbol{z}_{t}^{\prime}\right\|=\left\|\boldsymbol{\Phi} \boldsymbol{\ell}_{t}\right\|\left\|\boldsymbol{z}_{t}\right\| \\
& \leq\left(\tilde{\varepsilon} \sqrt{\eta r \lambda^{+}}+(\tilde{\varepsilon}+|\sin \theta|) \sqrt{\eta \lambda_{\mathrm{ch}}}\right) b_{z} \\
& \leq\left(2 \tilde{\varepsilon} \sqrt{\eta r \lambda^{+}}+|\sin \theta| \sqrt{\eta \lambda_{\mathrm{ch}}}\right)\left(q_{0} \sqrt{r \lambda^{+}}+q_{\mathrm{rot}} \sqrt{\lambda_{\mathrm{ch}}}\right) \\
& \leq 4 \tilde{\varepsilon}^{2} \sqrt{\eta} r \lambda^{+}+|\sin \theta| q_{\mathrm{rot}} \sqrt{\eta} \lambda_{\mathrm{ch}} \\
& +2 \tilde{\varepsilon} \sqrt{\eta} \sqrt{r \lambda^{+} \lambda_{\mathrm{ch}}}\left(q_{\mathrm{rot}}+|\sin \theta|\right) \\
& \leq c_{1} \tilde{\varepsilon}|\sin \theta| \sqrt{\eta} r \lambda^{+}+c_{2}|\sin \theta| q_{\mathrm{rot}} \sqrt{\eta} \lambda_{\mathrm{ch}}:=R
\end{aligned}
$$

for numerical constants $c_{1}, c_{2}$. Next we compute $\sigma^{2}$ as follows. First consider

$$
\begin{aligned}
& \left\|\frac{1}{\alpha} \sum_{t} \mathbb{E}\left[\boldsymbol{\Phi} \ell_{t} \boldsymbol{z}_{t}^{\prime} \boldsymbol{z}_{t} \boldsymbol{\ell}_{t}^{\prime} \boldsymbol{\Phi}\right]\right\|=\left\|\frac{1}{\alpha} \mathbb{E}\left[\left\|\boldsymbol{z}_{t}\right\|^{2} \boldsymbol{\Phi} \boldsymbol{\ell}_{t} \boldsymbol{\ell}_{t}^{\prime} \boldsymbol{\Phi}\right]\right\| \\
& \leq\left(\max _{z_{t}}\left\|\boldsymbol{z}_{t}\right\|^{2}\right)\left\|\frac{1}{\alpha} \sum_{t} \mathbb{E}\left[\boldsymbol{\Phi} \boldsymbol{\ell}_{t} \boldsymbol{\ell}_{t}^{\prime} \boldsymbol{\Phi}\right]\right\| \\
& \leq\left(8 \tilde{\varepsilon}^{2} r \lambda^{+}+2 q_{\mathrm{rot}}^{2} \lambda_{\mathrm{ch}}\right)\left(2 \tilde{\varepsilon}^{2} \lambda^{+}+\sin ^{2} \theta \lambda_{\mathrm{ch}}\right) \\
& \leq c_{1} q_{\mathrm{rot}}^{2} \sin ^{2} \theta \eta\left(\lambda_{\mathrm{ch}}\right)^{2}+c_{2} \tilde{\varepsilon}^{2} \eta r \sin ^{2} \theta \lambda^{+} \lambda_{\mathrm{ch}}:=\sigma_{1}^{2}
\end{aligned}
$$

we note here that since $b_{z}^{2}=r \lambda_{z}^{+}$, the other term in the expression for $\sigma^{2}$ is the same (modulo constants) as $\sigma_{1}^{2}$. Furthermore, notice that the expressions for both $R$ and $\sigma^{2}$ are the same as the ones obtained in Item 1. Thus, we use the same deviation, $\epsilon_{0}$ here, and hence also obtain the same sample complexity, $\alpha$; i.e., we let $\epsilon=\epsilon_{0} \lambda_{\mathrm{ch}}$ where $\epsilon_{0}=0.01 \sin \theta\left(q_{\mathrm{rot}}+\tilde{\varepsilon}\right)$, and obtain $\alpha \geq \alpha_{(1)}$ derived in item 1.

Item 7: This term follows in a similar fashion as Item 2, 6 and $\alpha \geq \alpha_{(2)}$ suffices.

### 2.13 Appendix E: Proof of Projected CS Lemma

Proof of Lemma 2.15. The first four claims were already proved below the lemma statement. Consider the fifth claim (exact support recovery). Recall that for any $t \in \mathcal{J}_{k}, \boldsymbol{v}_{t}$ satisfies $\left\|\boldsymbol{v}_{t}\right\| \leq C\left(2 \tilde{\varepsilon} \sqrt{r \lambda^{+}}+\zeta_{k-1}^{+} \sqrt{\lambda_{\mathrm{ch}}}\right):=b_{v, t}$ (for $t \in \mathcal{J}_{1}$ and $t \in \mathcal{J}_{0}$ the bounds are the same) with
$C=\sqrt{\eta}$, and thus $\boldsymbol{b}_{t}:=\boldsymbol{\Psi}\left(\ell_{t}+\boldsymbol{v}_{t}\right)$ satisfies

$$
\begin{aligned}
\left\|\boldsymbol{b}_{t}\right\| & =\left\|\boldsymbol{\Psi}\left(\boldsymbol{\ell}_{t}+\boldsymbol{v}_{t}\right)\right\| \leq\left\|\boldsymbol{\Psi} \ell_{t}\right\|+\|\boldsymbol{\Psi}\|\left\|\boldsymbol{v}_{t}\right\| \\
& \leq\left(\tilde{\varepsilon} \sqrt{r \eta \lambda^{+}}+\zeta_{k-1}^{+} \sqrt{\eta \lambda_{\mathrm{ch}}}\right) \\
& +\sqrt{\eta}\left(2 \tilde{\varepsilon} \sqrt{r \lambda^{+}}+\zeta_{k-1}^{+} \sqrt{\lambda_{\mathrm{ch}}}\right) \\
& \leq 2 \sqrt{\eta}\left(2 \tilde{\varepsilon} \sqrt{r \lambda^{+}}+0.5^{k-1} \cdot 0.06|\sin \theta| \sqrt{\lambda_{\mathrm{ch}}}\right) \\
& :=b_{b, t}=2 b_{v, t}
\end{aligned}
$$

From the lower bound on $x_{\min , t}$ in Theorem 2.2 or that in Corollary 2.3, $b_{b, t}<x_{\min , t} / 15$. Also, we set $\xi_{t}=x_{\text {min }, t} / 15$. Using these facts, and $\delta_{2 s}(\boldsymbol{\Psi}) \leq 0.12<0.15$ (third claim of this lemma), [4, Theorem 1.2] implies that

$$
\left\|\hat{\boldsymbol{x}}_{t, c s}-\boldsymbol{x}_{t}\right\| \leq 7 \xi_{t}=7 x_{\min , t} / 15
$$

Thus,

$$
\left|\left(\hat{\boldsymbol{x}}_{t, c s}-\boldsymbol{x}_{t}\right)_{i}\right| \leq\left\|\hat{\boldsymbol{x}}_{t, c s}-\boldsymbol{x}_{t}\right\| \leq 7 x_{\min , t} / 15<x_{\min , t} / 2
$$

We have $\omega_{\text {supp }, t}=x_{\text {min }, t} / 2$. Consider an index $i \in \mathcal{T}_{t}$. Since $\left|\left(\boldsymbol{x}_{t}\right)_{i}\right| \geq x_{\text {min }, t}$,

$$
\begin{aligned}
x_{\min , t}-\left|\left(\hat{\boldsymbol{x}}_{t, c s}\right)_{i}\right| & \leq\left|\left(\boldsymbol{x}_{t}\right)_{i}\right|-\left|\left(\hat{\boldsymbol{x}}_{t, c s}\right)_{i}\right| \\
& \leq\left|\left(\boldsymbol{x}_{t}-\hat{\boldsymbol{x}}_{t, c s}\right)_{i}\right|<\frac{x_{\min , t}}{2}
\end{aligned}
$$

Thus, $\left|\left(\hat{\boldsymbol{x}}_{t, c s}\right)_{i}\right|>\frac{x_{\text {min }, t}}{2}=\omega_{\text {supp }, t}$ which means $i \in \hat{\mathcal{T}}_{t}$. Hence $\mathcal{T}_{t} \subseteq \hat{\mathcal{T}}_{t}$. Next, consider any $j \notin \mathcal{T}_{t}$. Then, $\left(\boldsymbol{x}_{t}\right)_{j}=0$ and so

$$
\begin{aligned}
\left|\left(\hat{\boldsymbol{x}}_{t, c s}\right)_{j}\right| & \left.=\mid\left(\hat{\boldsymbol{x}}_{t, c s}\right)_{j}\right)\left|-\left|\left(\boldsymbol{x}_{t}\right)_{j}\right|\right. \\
& \leq\left|\left(\hat{\boldsymbol{x}}_{t, c s}\right)_{j}-\left(\boldsymbol{x}_{t}\right)_{j}\right| \leq b_{b, t}<\frac{x_{\min , t}}{2}
\end{aligned}
$$

which implies $j \notin \hat{\mathcal{T}}_{t}$ and so $\hat{\mathcal{T}}_{t} \subseteq \mathcal{T}_{t}$. Thus $\hat{\mathcal{T}}_{t}=\mathcal{T}_{t}$.

With $\hat{\mathcal{T}}_{t}=\mathcal{T}_{t}$, the sixth claim follows easily. Since $\mathcal{T}_{t}$ is the support of $\boldsymbol{x}_{t}, \boldsymbol{x}_{t}=\boldsymbol{I}_{\mathcal{T}_{t}} \boldsymbol{I}_{\mathcal{T}_{t}}{ }^{\prime} \boldsymbol{x}_{t}$, and so

$$
\begin{aligned}
\hat{\boldsymbol{x}}_{t} & =\boldsymbol{I}_{\mathcal{T}_{t}}\left(\boldsymbol{\Psi}_{\mathcal{T}_{t}^{\prime}} \boldsymbol{\Psi}_{\mathcal{T}_{t}}\right)^{-1} \boldsymbol{\Psi}_{\mathcal{T}_{t}}{ }^{\prime}\left(\boldsymbol{\Psi} \boldsymbol{\ell}_{t}+\boldsymbol{\Psi} \boldsymbol{x}_{t}\right) \\
& =\boldsymbol{I}_{\mathcal{T}_{t}}\left(\boldsymbol{\Psi}_{\mathcal{T}_{t}^{\prime}} \boldsymbol{\Psi}_{\mathcal{T}_{t}}\right)^{-1} \boldsymbol{I}_{\mathcal{T}_{t}}{ }^{\prime} \boldsymbol{\Psi}\left(\boldsymbol{\ell}_{t}+\boldsymbol{v}_{t}\right)+\boldsymbol{x}_{t}
\end{aligned}
$$

since $\boldsymbol{\Psi}_{\mathcal{T}_{t}}{ }^{\prime} \boldsymbol{\Psi}=\boldsymbol{I}_{\mathcal{T}_{t}}^{\prime} \boldsymbol{\Psi}^{\prime} \boldsymbol{\Psi}=\boldsymbol{I}_{\mathcal{T}_{t}}{ }^{\prime} \boldsymbol{\Psi}$. Thus $\boldsymbol{e}_{t}=\hat{\boldsymbol{x}}_{t}-\boldsymbol{x}_{t}$ satisfies (2.10). Using (2.10) and the earlier claims,

$$
\begin{array}{r}
\left\|\boldsymbol{e}_{t}\right\| \leq\left\|\left(\boldsymbol{\Psi}_{\mathcal{T}_{t}}{ }^{\prime} \boldsymbol{\Psi}_{\mathcal{T}_{t}}\right)^{-1}\right\|\left\|\boldsymbol{I}_{\mathcal{T}_{t}^{\prime}} \boldsymbol{\Psi}\left(\boldsymbol{\ell}_{t}+\boldsymbol{v}_{t}\right)\right\| \\
\leq 1.2\left[\left\|\boldsymbol{I}_{\mathcal{T}_{t}^{\prime}} \boldsymbol{\Psi} \boldsymbol{\ell}_{t}\right\|+\left\|\boldsymbol{v}_{t}\right\|\right]
\end{array}
$$

When $k=1, \Psi=\boldsymbol{I}-\hat{\boldsymbol{P}}_{*} \hat{\boldsymbol{P}}_{*}{ }^{\prime}$. Thus, using (2.13) and $\left\|\hat{\boldsymbol{P}}_{*}{ }^{\prime} \boldsymbol{P}_{\text {new }}\right\| \leq \tilde{\varepsilon}$ (follows from Lemma 2.10),

$$
\begin{aligned}
\left\|\boldsymbol{I}_{\mathcal{T}_{t}}{ }^{\prime} \boldsymbol{\Psi} \ell_{t}\right\| & \leq\left\|\boldsymbol{\Psi} \boldsymbol{P}_{*, \text { fix }}\right\|\left\|\boldsymbol{a}_{t, \mathrm{fix}}\right\| \\
& +\left(\left\|\boldsymbol{\Psi} \boldsymbol{P}_{*, \mathrm{ch}} \cos \theta\right\|+\left\|\boldsymbol{I}_{\mathcal{T}_{t}}{ }^{\prime} \boldsymbol{\Psi} \boldsymbol{P}_{\mathrm{new}} \sin \theta\right\|\right)\left\|\boldsymbol{a}_{t, \mathrm{ch}}\right\| \\
& \leq \tilde{\varepsilon} \sqrt{\eta r \lambda^{+}} \\
& +\tilde{\varepsilon}|\cos \theta| \sqrt{\eta \lambda_{\mathrm{ch}}}+(0.1+\tilde{\varepsilon})|\sin \theta| \sqrt{\eta \lambda_{\mathrm{ch}}} \\
& \leq 2 \tilde{\varepsilon} \sqrt{\eta r \lambda^{+}}+0.11|\sin \theta| \sqrt{\eta \lambda_{\mathrm{ch}}}
\end{aligned}
$$

also, in this interval, $b_{v, t} \leq 2 \tilde{\varepsilon} \sqrt{\eta r \lambda^{+}}+0.11|\sin \theta| \sqrt{\eta \lambda_{\mathrm{ch}}}$ so that $\left\|\boldsymbol{e}_{t}\right\| \leq 2.4$. $\left(2 \tilde{\varepsilon} \sqrt{\eta r \lambda^{+}}+0.11|\sin \theta| \sqrt{\eta \lambda_{\mathrm{ch}}}\right)$ When $k>1,\left\|\boldsymbol{I}_{\mathcal{T}_{t}^{\prime}} \boldsymbol{\Psi} \ell_{t}\right\| \leq\left\|\Psi \ell_{t}\right\| \leq \tilde{\varepsilon} \sqrt{r \eta \lambda^{+}}+\zeta_{k-1}^{+} \sqrt{\eta \lambda_{\mathrm{ch}}}$. and the same bound holds on $b_{v, t}$ so that $\left\|\boldsymbol{e}_{t}\right\| \leq 2.4 \cdot\left(\tilde{\varepsilon} \sqrt{r \eta \lambda^{+}}+\zeta_{k-1}^{+} \sqrt{\eta \lambda_{\mathrm{ch}}}\right)$

### 2.14 Appendix F: Time complexity of s-ReProCS

The time-consuming steps of s-ReProCS are either $l_{1}$ minimization or the subspace update steps. Support estimation and LS steps are much faster and hence can be ignored for this discussion. The computational complexity of $l_{1}$ minimization (if the best solver were used) [30] is the cost of multiplying the CS matrix or its transpose with a vector times $\log (1 / \epsilon)$ if $\epsilon$ is the bound on the error w.r.t. the true minimizer of the program. In ReProCS, the CS matrix is of the form $\boldsymbol{I}-\hat{\boldsymbol{P}} \hat{\boldsymbol{P}}^{\prime}$
where $\boldsymbol{P}$ is of size $n \times r$ or $n \times(r+1)$, thus multiplying a vector with it takes time $O(n r)$. Thus, the $l_{1}$ minimization complexity per frame is $O(n r \log (1 / \epsilon))$, and thus the total cost for $d-t_{\text {train }}$ frames is $O\left(n r \log (1 / \epsilon)\left(d-t_{\text {train }}\right)\right)$. The subspace update step consists of $\left(d-t_{\text {train }}-J \alpha\right) / \alpha$ rank one SVD's on an $n \times \alpha$ matrix (for either detecting subspace change or for projection-SVD) and $J$ rank $r$ SVD's on an $n \times \alpha$ matrix (for subspace re-estimation). Thus the subspace update complexity is at most $O\left(n\left(d-t_{\text {train }}\right) r \log (1 / \epsilon)\right)$ and the total ReProCS complexity (without the initialization step) is $O\left(n\left(d-t_{\text {train }}\right) r \log (1 / \epsilon)\right)$.

If we assume that the initialization uses AltProj, AltProj is applied to a matrix of size $n \times t_{\text {train }}$ with rank $r$. Thus the initialization complexity is $O\left(n t_{\text {train }} r^{2} \log (1 / \epsilon)\right)$. If instead GD [33] is used, then the time complexity is reduced to $O\left(n t_{\text {train }} r f \log (1 / \epsilon)\right)$. Treating $f$ as a constant (our discussion treats condition numbers as constants), the final complexity of s-ReProCS is $O(n d r \log (1 / \epsilon))$.

If s-ReProCS is used to only solve the RPCA problem (compute column span of the entire matrix $\boldsymbol{L}$ ), then the SVD based subspace re-estimation step can be removed. With this change, the complexity of s-ReProCS (without the initialization step) reduces to just $O(n d \log (1 / \epsilon))$ since only 1-SVDs are needed. Of course this would mean a slightly tighter bound on max-outlier-frac-col is required - it will need to be less than $c /(r+J)$.

### 2.15 Appendix G: Preliminaries: Cauchy-Schwarz, matrix Bernstein and Vershynin's sub-Gaussian result

Cauchy-Schwarz for sums of matrices says the following [22].

Theorem 2.26. For matrices $\boldsymbol{X}$ and $\boldsymbol{Y}$ we have

$$
\begin{equation*}
\left\|\frac{1}{\alpha} \sum_{t} \boldsymbol{X}_{t} \boldsymbol{Y}_{t}^{\prime}\right\|^{2} \leq\left\|\frac{1}{\alpha} \sum_{t} \boldsymbol{X}_{t} \boldsymbol{X}_{t}^{\prime}\right\|\left\|\frac{1}{\alpha} \sum_{t} \boldsymbol{Y}_{t} \boldsymbol{Y}_{t}^{\prime}\right\| \tag{2.31}
\end{equation*}
$$

Matrix Bernstein [24], conditioned on another r.v. $X$, says the following.

Theorem 2.27. Given an $\alpha$-length sequence of $n_{1} \times n_{2}$ dimensional random matrices and a r.v. $X$ Assume the following. For all $X \in \mathcal{C}$, (i) conditioned on $X$, the matrices $\boldsymbol{Z}_{t}$ are mutually
independent, (i) $\mathbb{P}\left(\left\|\boldsymbol{Z}_{t}\right\| \leq R \mid X\right)=1$, and (iii) $\max \left\{\left\|\frac{1}{\alpha} \sum_{t} \mathbb{E}\left[\boldsymbol{Z}_{t}{ }^{\prime} \boldsymbol{Z}_{t} \mid X\right]\right\|,\left\|\frac{1}{\alpha} \sum_{t} \mathbb{E}\left[\boldsymbol{Z}_{t} \boldsymbol{Z}_{t}{ }^{\prime} \mid X\right]\right\|\right\} \leq$ $\sigma^{2}$. Then, for an $\epsilon>0$,

$$
\begin{aligned}
& \mathbb{P}\left(\left.\left\|\frac{1}{\alpha} \sum_{t} \boldsymbol{Z}_{t}\right\| \leq\left\|\frac{1}{\alpha} \sum_{t} \mathbb{E}\left[\boldsymbol{Z}_{t} \mid X\right]\right\|+\epsilon \right\rvert\, X\right) \\
& \geq 1-\left(n_{1}+n_{2}\right) \exp \left(\frac{-\alpha \epsilon^{2}}{2\left(\sigma^{2}+R \epsilon\right)}\right) \text { for all } X \in \mathcal{C} .
\end{aligned}
$$

Vershynin's result for matrices with independent sub-Gaussian rows [29, Theorem 5.39], conditioned on another r.v. $X$, says the following.

Theorem 2.28. Given an $N$-length sequence of sub-Gaussian random vectors $\boldsymbol{w}_{i}$ in $\mathbb{R}^{n_{w}}$, an r.v $X$, and a set $\mathcal{C}$. Assume that for all $X \in \mathcal{C}$, (i) $\boldsymbol{w}_{i}$ are conditionally independent given $X$; (ii) the sub-Gaussian norm of $\boldsymbol{w}_{i}$ is bounded by $K$ for all $i$. Let $\boldsymbol{W}:=\left[\boldsymbol{w}_{1}, \boldsymbol{w}_{2}, \ldots, \boldsymbol{w}_{N}\right]^{\prime}$. Then for an $0<\epsilon<1$ we have

$$
\begin{align*}
& \mathbb{P}\left(\left.\left\|\frac{1}{N} \boldsymbol{W}^{\prime} \boldsymbol{W}-\frac{1}{N} \mathbb{E}\left[\boldsymbol{W}^{\prime} \boldsymbol{W} \mid X\right]\right\| \leq \epsilon \right\rvert\, X\right) \\
& \geq 1-2 \exp \left(n_{w} \log 9-\frac{c \epsilon^{2} N}{4 K^{4}}\right) \text { for all } X \in \mathcal{C} . \tag{2.32}
\end{align*}
$$



Figure 2.3: Comparison of background recovery performance is Foreground-Background Separation tasks for MR (first two rows), SL (middle two rows) and LB (last two rows) sequences (first two rows). The recovered background images are shown at $t=t_{\text {train }}+140,630$ for MR, $t=t_{\text {train }}+200,999$ for SL, and $t=t_{\text {train }}+260,610$ for LB. Notice that for the LB sequence, all algorithms work fairly well. In the MR sequence, since the s-ReProCS is able to tolerate larger max-outlier-frac-row, it is able to completely remove the person. Further, only s-ReProCS background does not contain the person or even his shadow. All others do. Finally, in the SL sequence, it is demonstrated that the changing subspace model is much more appropriate for long sequences since only s-ReProCS and GRASTA are able to recognize that the background has changed. GRASTA contains some artifacts, but s-ReProCS is able to clearly isolate the person. The time taken per frame (in milliseconds) is shown in parentheses above the respective video sequence. In all the videos, notice that s-ReProCS is also faster than all algorithms with the exception of GRASTA which only works for the lobby sequence that involves very little background changes.
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#### Abstract

This work studies the robust subspace tracking (ST) problem. Robust ST can be simply understood as a (slow) time-varying subspace extension of robust PCA. It assumes that the true data lies in a low-dimensional subspace that is either fixed or changes slowly with time. The goal is to track the changing subspaces over time in the presence of additive sparse outliers and to do this quickly (with a short delay). We introduce a "fast" mini-batch robust ST solution that is provably correct under mild assumptions. Here "fast" means two things: (i) the subspace changes can be detected and the subspaces can be tracked with near-optimal delay, and (ii) the time complexity of doing this is the same as that of simple (non-robust) PCA. Our main result assumes piecewise constant subspaces (needed for identifiability), but we also provide a corollary for the case when there is a little change at each time.

A second contribution is a novel non-asymptotic guarantee for PCA in linearly data-dependent noise. An important setting where this is useful is for linearly data dependent noise that is sparse with support that changes enough over time. The analysis of the subspace update step of our proposed robust ST solution uses this result.


### 3.1 Introduction

Principal Components Analysis (PCA) is one of the most widely used and well studied dimension reduction techniques. It is solved via singular value decomposition (SVD) following by retaining
the top $r$ singular vectors for getting an $r$-dimensional subspace approximation. Robust PCA (RPCA) refers to PCA in the presence of outliers. According to [3], it can be defined as the problem of decomposing a given data matrix into the sum of a low-rank matrix (true data) and a sparse matrix (outliers). The column space of the low-rank matrix then gives the desired principal subspace (PCA solution). A common application of RPCA is in video analytics in separating a video into a slow-changing background image sequence (modeled as a low-rank matrix) and a foreground image sequence consisting of moving objects or people (modeled as a sparse matrix) [3]. The RPCA problem has been extensively studied in the last decade since [3, 5] introduced the principal components pursuit solution and obtained the first guarantees for it. Follow-up work by Hsu et al [13] studied it further. Later work [25, 38, 6] has developed provable non-convex solutions that are much faster. Alternating Projections or AltProj was the first such approach [25].

Robust Subspace Tracking (ST) can be simply understood as a (slow) time-varying subspace extension of RPCA. It assumes that the true data lies in a low-dimensional subspace that is either fixed or changes slowly with time. We focus on slow changing subspaces because it is not clear how to distinguish the effect of a sudden subspace change from that of an outlier. The goal is to track the changing subspaces over time in the presence of additive sparse outliers and to do this quickly (with a short delay). Time-varying subspaces is a more appropriate model for long data sequences, e.g., long surveillance videos, since if a single subspace model is used, the resulting matrix may not be sufficiently low-rank. Moreover the tracking setting (short tracking delay) is needed for applications where near real-time estimates are needed, e.g., video-based surveillance (object tracking), monitoring seismological activity, or detection of anomalous behavior in dynamic social networks. While many heuristics exist for robust ST, e.g., $[27,28,11,9,8,15,42]$, there has been little work on provably correct solutions [39, 24]. The first result [39] needed many restrictive assumptions (most importantly it required assumptions on intermediate algorithm estimates) and a large tracking delay (the delay was proportional to $1 / \varepsilon^{2}$ to get a $\varepsilon$ accurate estimate). The second one [24] significantly improved upon [39], but still required a very specific model on subspace change, needed an $\varepsilon$-accurate initial subspace estimate in order to guarantee $\varepsilon$-accurate recovery at later
time instants, and its tracking delay was $r$-times sub-optimal. Our work builds on [24] and removes these, and two other more technical, limitations that we explained later.

Contributions. This work has two contributions. (1) First, we introduce a "fast" mini-batch robust ST solution that is provably correct under mild assumptions. Here "fast" means two things: (i) the subspace changes can be detected and the subspaces can be tracked with near-optimal delay (the number of data samples required to track an $r$-dimensional subspace of $\mathbb{R}^{n}$ to $\varepsilon$ accuracy is within $\log$ factors of $r$ ); and (ii) the time complexity of doing this is just $O(n d r \log (1 / \varepsilon))$, which is, order-wise, the same as that of solving the basic (non-robust) PCA problem for an $n \times d$ matrix. Our main result assumes piecewise constant subspaces (needed for identifiability), but we also provide a corollary for the case when there is a little change at each time. (2) Our second contribution is a novel non-asymptotic guarantee for PCA in data-dependent noise that satisfies certain simple assumptions. An important setting where these hold is for linearly data dependent noise that is sparse with enough support changes over time. This problem occurs in the subspace update step of our proposed robust ST solution. The PCA result is also of independent interest. As an example, it is useful for analyzing PCA and subspace tracking with missing data [10].

Organization. We first summarize our notation and then provide a brief discussion of the significance of our PCA guarantee and how it is used in analyzing our robust ST solution next. In Sec. 3.2, we present the result for PCA in data-dependent noise and its corollary for the sparse datadependent noise case. In Sec. 3.3, we define the robust ST problem, state the assumptions required to ensure its identifiability, develop the nearly (delay) optimal robust subspace tracker (NORST) algorithm for solving it, and provide and discuss the correctness guarantee for it. Related work is discussed in detail in Sec. 3.4. Two important extensions of our result are provided in Sec. 3.5. We provide a proof of the correctness guarantee for NORST in Sec. 3.6. Empirical evaluation on synthetic and real-world datasets is described in Sec. 3.7. We conclude and discuss future directions in Sec. 3.8.

### 3.1.1 Notation

We use the interval notation $[a, b]$ to refer to all integers between $a$ and $b$, inclusive, and we use $[a, b):=[a, b-1]$. $\|$.$\| denotes the l_{2}$ norm for vectors and induced $l_{2}$ norm for matrices unless specified otherwise, and ${ }^{\prime}$ denotes transpose. We use $\boldsymbol{M}_{\mathcal{T}}$ to denote a sub-matrix of $\boldsymbol{M}$ formed by its columns indexed by entries in the set $\mathcal{T}$. In our algorithm statements, we use $\hat{\boldsymbol{L}}_{t ; \alpha}:=\left[\hat{\ell}_{t-\alpha+1}, \hat{\ell}_{t-\alpha+2}, \ldots, \hat{\ell}_{t}\right]$ and $S V D_{r}[\boldsymbol{M}]$ to refer to the matrix of top of $r$ left singular vectors of the matrix $\boldsymbol{M}$. A matrix $\boldsymbol{P}$ with mutually orthonormal columns is referred to as a basis matrix; it represents the subspace spanned by its columns. For basis matrices $\boldsymbol{P}_{1}, \boldsymbol{P}_{2}, \mathrm{SE}\left(\boldsymbol{P}_{1}, \boldsymbol{P}_{2}\right):=$ $\left\|\left(\boldsymbol{I}-\boldsymbol{P}_{1} \boldsymbol{P}_{1}{ }^{\prime}\right) \boldsymbol{P}_{2}\right\|$ quantifies the Subspace Error (distance) between their respective subspaces. This is equal to the sine of the largest principal angle between the subspaces. If $\boldsymbol{P}_{1}$ and $\boldsymbol{P}_{2}$ are of the same dimension, $\operatorname{SE}\left(\boldsymbol{P}_{1}, \boldsymbol{P}_{2}\right)=\operatorname{SE}\left(\boldsymbol{P}_{2}, \boldsymbol{P}_{1}\right)$. We reuse the letters $C, c$ to denote different numerical constants in each use with the convention that $C \geq 1$ and $c<1$.

### 3.1.2 Significance and novelty of our PCA result and its use to analyze Robust Subspace Tracking

There is little existing work that explicitly studies PCA (solved via SVD) in the presence of data-dependent noise (work that exploits knowledge of the data-dependency structure of the noise) ${ }^{1}$. Our work provides a guarantee for one such setting; the setting is motivated by PCA in sparse linearly data-dependent noise (PCA-SDDN). This problem occurs when studying the SVD solution for solving (i) PCA with missing data, (ii) ST with missing data, and (iii) robust ST (with outliers and with and without missing data). We briefly explain the technical novelty of our result here. Let $\boldsymbol{W}$ denote the sparse linearly data-dependent noise matrix corrupting a true low rank $r$ data matrix $\boldsymbol{L}$. We observe $\boldsymbol{y}_{t}=\boldsymbol{\ell}_{t}+\boldsymbol{w}_{t}, t=1,2, \ldots, \alpha$ with $\boldsymbol{\ell}_{t}=\boldsymbol{P a}, \boldsymbol{P}$ is an $n \times r$ matrix with orthonormal columns and $r \ll n$. Since $\boldsymbol{w}_{t}$ is linearly data-dependent and sparse, without loss of generality, we can express it as $\boldsymbol{w}_{t}=\boldsymbol{I}_{\mathcal{T}_{t}} \boldsymbol{M}_{s, t} \boldsymbol{\ell}_{t}$ with $\mathcal{T}_{t}=\operatorname{support}\left(\boldsymbol{w}_{t}\right)$

[^11]and $\boldsymbol{M}_{s, t}$ being the data-dependency matrix at time/column $t$. Let $b$ denote the maximum of the fraction of nonzero entries in any row of $\boldsymbol{W}$. We compute the PCA estimate, $\hat{\boldsymbol{P}}$, as the $r$-SVD of $\boldsymbol{Y}:=\left[\boldsymbol{y}_{1}, \boldsymbol{y}_{2}, \ldots, \boldsymbol{y}_{\alpha}\right]=\boldsymbol{L}+\boldsymbol{W}$.
(1) The sparsity of the noise along with a careful application of the Cauchy-Schwarz inequality implies that $\left\|\mathbb{E}\left[\frac{1}{\alpha} \sum_{t} \boldsymbol{w}_{t} \boldsymbol{w}_{t}^{\prime}\right]\right\| \leq \sqrt{b} \max _{t}\left\|\mathbb{E}\left[\boldsymbol{w}_{t} \boldsymbol{w}_{t}{ }^{\prime}\right]\right\|$, i.e., the time-averaged noise power is at most $\sqrt{b}$ times its maximum instantaneous value. Thus, if $b$ is small enough (noise support changes sufficiently across columns), the former is much smaller than the latter. (2) Since $\boldsymbol{w}_{t}$ depends on $\boldsymbol{\ell}_{t}$, this means that the data-noise correlation $\mathbb{E}\left[\ell_{t} \boldsymbol{w}_{t}{ }^{\prime}\right]$ is not zero and, its time-averaged value, $\left\|\mathbb{E}\left[\frac{1}{\alpha} \sum_{t} \ell_{t} \boldsymbol{w}_{t}^{\prime}\right]\right\|$, is in fact the dominant term in the perturbation $\left\|\boldsymbol{Y} \boldsymbol{Y}^{\prime}-\boldsymbol{L} \boldsymbol{L}^{\prime}\right\|$ that governs the subspace recovery error, $\operatorname{SE}(\hat{\boldsymbol{P}}, \boldsymbol{P})$. Again using Cauchy-Schwarz and sparsity of $\boldsymbol{w}_{t}$, we can show that $\left\|\mathbb{E}\left[\frac{1}{\alpha} \sum_{t} \ell_{t} \boldsymbol{w}_{t}^{\prime}\right]\right\| \leq \sqrt{b} \max _{t}\left\|\mathbb{E}\left[\ell_{t} \boldsymbol{w}_{t}^{\prime}\right]\right\|$. Thus, even though signal-noise correlation is not zero (and is, in fact, proportional to signal power), its time-averaged value is $\sqrt{b}$ times smaller. Since $\mathrm{SE}(\hat{\boldsymbol{P}}, \boldsymbol{P}) \lesssim \frac{\left\|\boldsymbol{Y} \boldsymbol{Y}^{\prime}-\boldsymbol{L} \boldsymbol{L}^{\prime}\right\|}{\lambda_{r}\left(\boldsymbol{L} \boldsymbol{L}^{\prime}\right)}$ when the numerator is small enough (by Davis-Kahan $\sin \theta$ theorem), the above two facts imply that
\[

$$
\begin{aligned}
\mathrm{SE}(\hat{\boldsymbol{P}}, \boldsymbol{P}) & \lesssim \sqrt{b} \frac{\left(2 \max _{t}\left\|\boldsymbol{M}_{s, t} \boldsymbol{\Sigma}\right\|+\max _{t}\left\|\boldsymbol{M}_{s, t} \boldsymbol{\Sigma} \boldsymbol{M}_{s, t}^{\prime}\right\|\right)}{\lambda_{r}(\boldsymbol{\Sigma})} \\
& \leq \sqrt{b}\left(2 q+q^{2}\right) f
\end{aligned}
$$
\]

Here $\boldsymbol{\Sigma}:=\mathbb{E}\left[\ell_{t} \ell_{t}^{\prime}\right] \stackrel{\text { EVD }}{=} \boldsymbol{P} \boldsymbol{\Lambda} \boldsymbol{P}^{\prime}, q:=\max _{t}\left\|\boldsymbol{M}_{s, t} \boldsymbol{P}\right\|$, and $f$ denotes the condition number of $\boldsymbol{\Lambda}^{2} q$ can be understood as the noise-to-signal ratio and is thus a measure of the noise level. (3) Suppose that the $\boldsymbol{a}_{t}$ 's are i.i.d. and bounded, i.e., $\left\|\boldsymbol{a}_{t}\right\|^{2} \leq \mu r \lambda_{\max }(\boldsymbol{\Sigma})$. Since the noise is data-dependent, and since we assume that our data $\boldsymbol{\ell}_{t}$ is generated from a low ( $r$ ) dimensional subspace, we can use the above facts and matrix-Bernstein [30] to show that $\operatorname{SE}(\hat{\boldsymbol{P}}, \boldsymbol{P}) \leq \epsilon$ with high probability, $1-3 n^{-10}$, if the sample complexity $\alpha$ is $\Omega\left(\frac{q^{2}}{\epsilon^{2}} \kappa^{2} r \log n\right)$. Thus, in order to achieve a recovery error $\epsilon$ that is fraction of the noise level, $q$, the required sample complexity is near optimal (is within log factors of $r$ ).

[^12]In the above discussion we have assumed zero uncorrelated noise, but our actual result also handles that. This can model the fact that the true data is only approximately low rank. Moreover it provides a guarantee for a more general setting than PCA-SDDN.

Use to analyze Robust ST. For solving the robust ST problem (recover $\ell_{t}$ and its subspace from $\boldsymbol{y}_{t}:=\boldsymbol{\ell}_{t}+\boldsymbol{x}_{t}$ where $\boldsymbol{x}_{t}$ denotes the sparse outlier at time $t$ ), we develop a mini-batch algorithm that (a) processes the observed data to return an estimate of $\boldsymbol{\ell}_{t}$, $\hat{\ell}_{t}$, at each time $t$; and (b) uses $\alpha$-mini-batches of $\hat{\ell}_{t}$ to compute a new estimate of the current subspace. This process is repeated $K$ times with $K$ new $\alpha$-length mini-batches for the current subspace; after this time, the algorithm enters a "subspace change detect" phase. Denote the estimate from the $k$-th iteration by $\hat{\boldsymbol{P}}_{k}$. Suppose that the processing is such that (i) $\hat{\ell}_{t}=\boldsymbol{\ell}_{t}+\boldsymbol{w}_{t}$ where $\boldsymbol{w}_{t}$ is sparse and data-dependent noise whose support equals the set of outlier entries at time $t$; and (ii) $q_{k}:=\max _{t}\left\|\boldsymbol{M}_{s, t} \boldsymbol{P}\right\|$ is proportional to the subspace recovery error from iteration $k-1$, i.e., $q_{k}=C \operatorname{SE}\left(\hat{\boldsymbol{P}}_{k-1}, \boldsymbol{P}\right)$ and $q_{k}<2$. In defining $q_{k}$, the max is taken over the mini-batch used in iteration $k$. We can use our PCA result to show that $\mathrm{SE}\left(\hat{\boldsymbol{P}}_{k}, \boldsymbol{P}\right) \lesssim \sqrt{b}\left(2 q_{k}+q_{k}^{2}\right) \kappa \leq \kappa \sqrt{b} 6 q_{k}$ and thus $q_{k+1}=C \mathrm{SE}\left(\hat{\boldsymbol{P}}_{k}, \boldsymbol{P}\right) \lesssim$ $6 C \kappa \sqrt{b} q_{k}=6 C \kappa \sqrt{b} \mathrm{SE}\left(\hat{\boldsymbol{P}}_{k-1}, \boldsymbol{P}\right)$. Thus, if $b$ is small enough, clearly, $q_{k+1}$, and hence, $\operatorname{SE}\left(\hat{\boldsymbol{P}}_{k}, \boldsymbol{P}\right)$, decreases by a constant fraction in each new iteration (the decay is geometric). Since the error in recovering $\ell_{t}$ satisfies $\left\|\hat{\ell}_{t}-\ell_{t}\right\| /\left\|\ell_{t}\right\| \leq q_{k}$, this also decays geometrically with each iteration.

### 3.2 PCA in Data-Dependent Noise

### 3.2.1 Problem Setting

For $t=1,2, \cdots, \alpha$ we are given $\boldsymbol{y}_{t} \in \mathbb{R}^{n}$ that satisfies

$$
\begin{equation*}
\boldsymbol{y}_{t}:=\boldsymbol{\ell}_{t}+\boldsymbol{w}_{t}+\boldsymbol{v}_{t}, \quad \text { where } \boldsymbol{\ell}_{t}=\boldsymbol{P} \boldsymbol{a}_{t}, \quad \boldsymbol{w}_{t}=\boldsymbol{M}_{t} \ell_{t}, \tag{3.1}
\end{equation*}
$$

$\boldsymbol{P}$ is an $n \times r$ basis matrix with $r \ll n ; \boldsymbol{\ell}_{t}$ is the true data vectors that lies in an $r$-dimensional subspace of $\boldsymbol{R}^{n}, \operatorname{span}(\boldsymbol{P}) ; \boldsymbol{a}_{t}$ 's are the projections of $\boldsymbol{\ell}_{t}$ 's onto this subspace; $\boldsymbol{w}_{t}$ is data-dependent noise with $\boldsymbol{M}_{t}$ being the data-dependency matrix at time $t$; and $\boldsymbol{v}_{t}$ is uncorrelated noise. This means that $\mathbb{E}\left[\ell_{t} \boldsymbol{v}_{t}^{\prime}\right]=0$ for all times $t$. Here $\boldsymbol{a}_{t}$ and $\boldsymbol{v}_{t}$ are treated as random variables (r.v.), while
everything else is deterministic. The goal is to estimate $\operatorname{span}(\boldsymbol{P})$ from the observed data stream $\boldsymbol{y}_{t}, t=1,2, \ldots, \alpha$.

### 3.2.2 SVD solution and guarantee for it

SVD Solution. We compute the subspace estimate $\hat{\boldsymbol{P}}$ as the matrix of top $r$ left singular vectors of $\boldsymbol{Y}:=\left[\boldsymbol{y}_{1}, \boldsymbol{y}_{2}, \ldots, \boldsymbol{y}_{\alpha}\right]$. Equivalently it is the matrix of top $r$ eigenvectors of $\frac{1}{\alpha} \sum_{t} \boldsymbol{y}_{t} \boldsymbol{y}_{t}{ }^{\prime}$.

We make the following assumptions on the subspace coefficients, $\boldsymbol{a}_{t}$, and the uncorrelated noise, $\boldsymbol{v}_{t}$.

Assumption 3.29 (Statistical Assumption on $\boldsymbol{a}_{t}$ ). Assume that the $\boldsymbol{a}_{t}$ 's are zero mean; mutually independent; have identical diagonal covariance matrix $\boldsymbol{\Lambda}$, i.e., that $\mathbb{E}\left[\boldsymbol{a}_{t} \boldsymbol{a}_{t}{ }^{\prime}\right]=\boldsymbol{\Lambda}$; and are bounded: $\max _{t}\left\|\boldsymbol{a}_{t}\right\|^{2} \leq \mu r \lambda_{\max }(\boldsymbol{\Lambda})$. Define $\lambda^{+}:=\lambda_{\max }(\boldsymbol{\Lambda}), \lambda^{-}:=\lambda_{\min }(\boldsymbol{\Lambda}), f:=\frac{\lambda^{+}}{\lambda^{-}}$.

As we explain in Sec. 3.3, this assumption is almost equivalent to assuming $\mu$-incoherence of the right singular vectors of the matrix $L:=\left[\ell_{1}, \ell_{2}, \ldots, \ell_{\alpha}\right]$. We call it $\mu$ statistical right incoherence there.

Assumption 3.30 (Statistical Assumption on $\boldsymbol{v}_{t}$ ). Assume that $\boldsymbol{v}_{t}$ is uncorrelated with $\boldsymbol{\ell}_{t}$, i.e., $\mathbb{E}\left[\boldsymbol{\ell}_{t} \boldsymbol{v}_{t}^{\prime}\right]=0$, and $\boldsymbol{v}_{t}$ 's are zero-mean, independent and identically distributed (i.i.d.) with covariance $\boldsymbol{\Sigma}_{v}:=\mathbb{E}\left[\boldsymbol{v}_{t} \boldsymbol{v}_{t}^{\prime}\right]$, and are bounded. Let $\lambda_{v}^{+}:=\left\|\boldsymbol{\Sigma}_{v}\right\|$ be the noise power and let $r_{v}:=\frac{\max _{t}\left\|\boldsymbol{v}_{t}\right\|_{2}^{2}}{\lambda_{v}^{+}}$be the effective noise dimension.

For a decomposition of the data-dependency matrix $\boldsymbol{M}_{t}$ as $\boldsymbol{M}_{t}=\boldsymbol{M}_{2, t} \boldsymbol{M}_{1, t}$ with $\left\|\boldsymbol{M}_{2, t}\right\|=1$, let

$$
\begin{align*}
q & :=\max _{t}\left\|\boldsymbol{M}_{1, t} \boldsymbol{P}\right\|, \text { and }  \tag{3.2}\\
b & :=\left\|\frac{1}{\alpha} \sum_{t=1}^{\alpha} \boldsymbol{M}_{2, t} \boldsymbol{M}_{2, t^{\prime}}\right\| . \tag{3.3}
\end{align*}
$$

Observe that $b \leq \max _{t}\left\|\boldsymbol{M}_{2, t}\right\|^{2}=1$. In many settings, for example, when $\boldsymbol{w}_{t}$ is sparse with changing support, $b$ is much smaller than one. Our result given below exploits this fact.

Theorem 3.31 (PCA in Data-Dependent Noise). Consider the data $\boldsymbol{y}_{t}$ defined by (3.1); and assume that Assumptions 3.29 and 3.30 hold. Also assume that $\boldsymbol{w}_{t}=M_{t} \ell_{t}$ with the parameters $b, q$ satisfying $b<1, q<2$, and $4 \sqrt{b} q f+\frac{\lambda_{v}^{+}}{\lambda^{-}}+H(\alpha)+H_{\text {denom }}(\alpha)<1$. Here,

$$
\begin{align*}
H(\alpha):= & C \sqrt{\eta} q f \sqrt{\frac{r \log n}{\alpha}}+C \sqrt{\eta} \sqrt{\frac{\lambda_{v}^{+}}{\lambda^{-}}} f \sqrt{\frac{r \log n}{\alpha}} \\
& H_{\text {denom }}(\alpha):=C \sqrt{\eta} f \sqrt{\frac{r \log n}{\alpha}} \tag{3.4}
\end{align*}
$$

Then, with probability at least $1-10 n^{-10}$, the matrix of top r eigenvectors of $\frac{1}{\alpha} \sum_{t} \boldsymbol{y}_{t} \boldsymbol{y}_{t}{ }^{\prime}, \hat{\boldsymbol{P}}$, satisfies

$$
\mathrm{SE}(\hat{\boldsymbol{P}}, \boldsymbol{P}) \leq \frac{4 \sqrt{b} q f+\frac{\lambda_{v}^{+}}{\lambda^{-}}+H(\alpha)}{1-4 \sqrt{b} q f-\frac{\lambda_{v}^{+}}{\lambda^{-}}-H(\alpha)-H_{\text {denom }}(\alpha)}
$$

Theorem 3.31 is proved in Appendix 3.10. It uses the Davis-Kahan $\sin \Theta$ theorem [7] followed by matrix Bernstein [30] to bound each term. To understand Theorem 3.31 simply, first assume that $\boldsymbol{v}_{t}=0$ and $H(\alpha), H_{\text {denom }}(\alpha)$ are small enough ( $\alpha$ is large enough). From the definition of $q$, the instantaneous signal-noise correlation $\left\|\mathbb{E}\left[\ell_{t} \boldsymbol{w}_{t}{ }^{\prime}\right]\right\| \leq q \lambda^{+}$and the instantaneous data-dependent noise power $\left\|\mathbb{E}\left[\boldsymbol{w}_{t} \boldsymbol{w}_{t}^{\prime}\right]\right\| \leq q^{2} \lambda^{+}$. Thus $q^{2}$ is the data-dependent noise-to-signal ratio. Also, $\lambda^{+}$and $\lambda^{-}$quantify the maximum and the minimum signal power respectively. The PCA subspace recovery error depends on the ratio between the sum of (time-averaged values of) signal-noise correlation and noise power and the minimum signal space eigenvalue $\lambda^{-}$. By Cauchy-Schwarz, it is not hard to see that the time-averaged values of both these quantities satisfies $\left\|\frac{1}{\alpha} \sum_{t=1}^{\alpha} \mathbb{E}\left[\boldsymbol{w}_{t} \boldsymbol{w}_{t}{ }^{\prime}\right]\right\| \leq \sqrt{b} q^{2} \lambda^{+}$ and $\left\|\frac{1}{\alpha} \sum_{t=1}^{\alpha} \mathbb{E}\left[\ell_{t} \boldsymbol{w}_{t}^{\prime}\right]\right\| \leq \sqrt{b} q \lambda^{+}$. Thus, if $b \ll 1$, the time-averaged values are significantly smaller than the instantaneous ones and this is what helps us get a small bound on the subspace recovery error. For a constant $c_{1}<1$, by assuming $b<\left(c_{1} / 4 f\right)^{2}$, we can ensure that $\mathrm{SE}(\hat{\boldsymbol{P}}, \boldsymbol{P}) \leq c_{1} q$, i.e., the subspace recovery error is a fraction of $q$.

In the general case when $\boldsymbol{v}_{t} \neq 0$, we can guarantee that $\operatorname{SE}(\hat{\boldsymbol{P}}, \boldsymbol{P})$ is at most $c_{1} \max \left(q, \lambda_{v}^{+} / \lambda^{-}\right)$.

### 3.2.3 Application to PCA in Sparse Data-Dependent Noise (PCA-SDDN)

An important application of the above result is for data-dependent noise, $\boldsymbol{w}_{t}$, that is sparse. In this work we will show how a guarantee for PCA in sparse data-dependent noise (PCA-SDDN)
helps obtain a fast and delay-optimal robust ST algorithm. If we set $\boldsymbol{M}_{2, t}=\boldsymbol{I}_{\mathcal{T}_{t}}$ then $\boldsymbol{w}_{t}$ is sparse with support $\mathcal{T}_{t}$. Thus for $t=1,2, \cdots, \alpha$

$$
\begin{equation*}
\boldsymbol{y}_{t}:=\boldsymbol{\ell}_{t}+\boldsymbol{w}_{t}+\boldsymbol{v}_{t}, \text { where } \boldsymbol{\ell}_{t}=\boldsymbol{P} \boldsymbol{a}_{t}, \boldsymbol{w}_{t}=\boldsymbol{I}_{\mathcal{T}_{t}} \boldsymbol{M}_{s, t} \boldsymbol{\ell}_{t} \tag{3.5}
\end{equation*}
$$

The assumption on $b$ is now equivalent to a bound on the maximum fraction of non-zero entries in any row of $\boldsymbol{W}:=\left[\boldsymbol{w}_{1}, \cdots, \boldsymbol{w}_{\alpha}\right]$. To see why this is true, notice that $b=\frac{1}{\alpha}\left\|\sum_{t=1}^{\alpha} \boldsymbol{I}_{\mathcal{T}_{t}} \boldsymbol{I}_{\mathcal{T}_{t}}\right\|$. The matrix $\sum_{t} \boldsymbol{I}_{\mathcal{T}_{t}} \boldsymbol{I}_{\mathcal{T}_{t}}{ }^{\prime}$ is a diagonal matrix with $(i, i)$-th entry equal to the number of times $t$ for which $i \in \mathcal{T}_{t}$. This is the same as the number of nonzero entries in the $i$-th row of $\boldsymbol{W}$. Using this fact we get the following corollary.

Corollary $\mathbf{3 . 3 2}$ (PCA in Sparse Data-Dependent Noise). Assume that $\boldsymbol{y}_{t}$ 's satisfy (3.5), Assumptions 3.29, 3.30 hold, and $q:=\max _{t}\left\|\boldsymbol{M}_{s, t} \boldsymbol{P}\right\| \leq 2$. Let $b$ denote the maximum fraction of nonzeros in any row of the noise matrix $\left[\boldsymbol{w}_{1}, \boldsymbol{w}_{2}, \ldots, \boldsymbol{w}_{\alpha}\right]$, and let $g:=\frac{\lambda_{v}^{+}}{\lambda^{-}}$. For an $\epsilon_{\mathrm{SE}}>0$, if

$$
4 \sqrt{b} q f+g<0.4 \epsilon_{\mathrm{SE}},
$$

and if

$$
\alpha \geq \alpha^{*}:=C \max \left(\frac{q^{2} f^{2}}{\epsilon_{\mathrm{SE}}^{2}} r \log n, \frac{g f}{\epsilon_{\mathrm{SE}}^{2}} \max \left(r_{v}, r\right) \log n\right),
$$

then w.p. at least $1-10 n^{-10}, \operatorname{SE}(\hat{\boldsymbol{P}}, \boldsymbol{P}) \leq \epsilon_{\mathrm{SE}}$.
This corollary follows from Theorem 3.31 by picking $\alpha$ large enough so that $H(\alpha)<\epsilon_{\mathrm{SE}} / 10$ and $H_{\text {denom }}(\alpha)<1 / 10$ (since this term appears in the denominator, we do not need it to be smaller than $\epsilon_{\mathrm{SE}}$, just a constant upper bound suffices).

Corollary 3.32 shows that it is possible to achieve recovery error that is a fraction of $q$, i.e, $\epsilon_{\mathrm{SE}}=c_{1} q$, if (i) $4 \sqrt{b} f \leq 0.8 c_{1}$ (the data-dependent noise support changes enough over time so that $b$ is small), (ii) $\lambda_{v}^{+} \leq 0.8 c_{1} \epsilon_{\mathrm{SE}} \lambda^{-}$(the uncorrelated noise power is small enough), and (iii) $\alpha \geq C \max \left(f^{2} r \log n, f \frac{1}{\epsilon_{\mathrm{SE}}} \max \left(r_{v}, r\right) \log n\right)$. Notice that the sample complexity $\alpha$ increases with $1 / \epsilon_{\mathrm{SE}}=1 /\left(c_{1} q\right)$. However, if we can make a stronger assumption that $\lambda_{v}^{+} \leq 0.8 c_{1} \epsilon_{\mathrm{SE}}^{2} \lambda^{-}$, then we only need $\alpha \geq C \max \left(f^{2} r \log n, f \max \left(r_{v}, r\right) \log n\right)$. Furthermore if $r_{v} \leq C r$, then just $\alpha \geq$
$C f^{2} r \log n$ suffices. Treating $f$ as a numerical constant, observe that this sample complexity is order-wise near-optimal: $r$ is the minimum number of samples needed to even define a subspace.

In particular, in the setting when $\boldsymbol{v}_{t}=0$, if the noise support changes enough so that $b$ is small enough, we can estimate the subspace to a fraction of the square root of the noise level, $q$, using just order $r \log n$ samples. The reason this is possible is because the $\boldsymbol{a}_{t}$ 's are bounded and $\boldsymbol{w}_{t}=\boldsymbol{M}_{t} \boldsymbol{P} \boldsymbol{a}_{t}$ and so the "randomness" in $\boldsymbol{w}_{t}$ is only $r$-dimensional (this has implications for what matrix Bernstein returns for the required sample complexity). When $\boldsymbol{v}_{t} \neq 0$, we have a similar result: if $\boldsymbol{v}_{t}$ has effective dimension that is of order $r$, we can still track to $\epsilon_{\mathrm{SE}}=c \max (q, \sqrt{g})$, here $g$ is the square root of uncorrelated noise level.

### 3.2.4 Generalizations of Theorem 3.31

For notational simplicity, in Theorem 3.31, we have provided a simple result that suffices for the correctness proof of our robust ST algorithm. We state and prove a much more general result in Appendix that relaxes this result in three ways. First, it replaces the identically distributed assumption on $\boldsymbol{a}_{t}$ and $\boldsymbol{v}_{t}$ by the following: let $\overline{\boldsymbol{\Lambda}}:=\sum_{t} \boldsymbol{\Lambda}_{t} / \alpha, \lambda_{\mathrm{avg}}^{-}:=\lambda_{\min }(\overline{\boldsymbol{\Lambda}}), \lambda_{\max }^{+}:=\max _{t} \lambda_{\max }\left(\boldsymbol{\Lambda}_{t}\right)$ and $\lambda_{v, \text { max }}^{+}:=\max _{t} \lambda_{\max }\left(\boldsymbol{\Sigma}_{v, t}\right)$. It requires that the distributions are "similar" enough so that $f:=\lambda_{\max }^{+} / \lambda_{\text {avg }}^{-}$is bounded by a numerical constant and $\lambda_{v, \text { max }}^{+}$replaces $\lambda_{v}^{+}$in $H(\alpha)$ and $H_{\text {denom }}(\alpha)$ expressions.

Secondly, it replaces $\lambda_{v}^{+}$by $\left\|\boldsymbol{P}^{\prime} \boldsymbol{\Sigma}_{v} \boldsymbol{P}_{\perp}\right\|$ in the numerator, while $-\lambda_{v}^{+}$in the denominator gets replaced by $-\left(\lambda_{\max }\left(\boldsymbol{\Sigma}_{v}-\boldsymbol{P} \boldsymbol{P}^{\prime} \boldsymbol{\Sigma}_{v} \boldsymbol{P} \boldsymbol{P}^{\prime}\right)-\lambda_{\min }\left(\boldsymbol{P}^{\prime} \boldsymbol{\Sigma}_{v} \boldsymbol{P}\right)\right)$. Here again, in case of time-varying statistics, the minimum eigenvalues get replaced by the minimum eigenvalue of the average covariance matrix while the maximum ones get replaced by the maximum eigenvalue over all times $t$. Thirdly, we also provide a guarantee for the case when $\boldsymbol{a}_{t}$ 's and $\boldsymbol{v}_{t}$ 's are sub-Gaussian random vectors. In this case, the required sample complexity increases to order $n$ instead of $\max \left(r, r_{v}\right) \log n$ that we have for the bounded case result given above.

These last two changes allow us to recover the well known result for PCA under the Gaussian spiked covariance model (uncorrelated isotropic noise) [21] as a special case of our most general
result. Spiked covariance means $\boldsymbol{w}_{t}=0$ and $\boldsymbol{\Sigma}_{v}=\lambda_{v}^{+} \boldsymbol{I}$. Thus, $q=0,\left\|\boldsymbol{P}^{\prime} \boldsymbol{\Sigma}_{v} \boldsymbol{P}_{\perp}\right\|=0$ and $\left\|\boldsymbol{\Sigma}_{v}-\boldsymbol{P}^{\prime} \boldsymbol{\Sigma}_{v} \boldsymbol{P}\right\|-\left\|\boldsymbol{P}^{\prime} \boldsymbol{\Sigma}_{v} \boldsymbol{P}\right\|=0$ and so we get the following corollary.

Corollary 3.33 (Spiked Covariance Model, Gaussian noise [21]). In the setting of Theorem 3.31, if $\boldsymbol{w}_{t}=0$ (no data-dependent noise), $\boldsymbol{\Sigma}_{v}=\lambda_{v}^{+} \boldsymbol{I}$, and $\boldsymbol{a}_{t}, \boldsymbol{v}_{t}$ are Gaussian, then, w.p. at least $1-5 \exp (-c n), \operatorname{SE}(\hat{\boldsymbol{P}}, \boldsymbol{P}) \leq \frac{H(\alpha)}{1-H(\alpha)-H_{\text {denom }}(\alpha)}$. with $H(\alpha)=C \sqrt{\eta} \sqrt{g f} \sqrt{\frac{n}{\alpha}}, H_{\text {denom }}(\alpha)=C \sqrt{\eta} f \sqrt{\frac{n}{\alpha}}$ and $g=\frac{\lambda^{+}}{\lambda^{-}}$.

If $\boldsymbol{a}_{t}, \boldsymbol{v}_{t}$ are bounded then $H(\alpha), H_{\text {denom }}(\alpha)$ are as given in Theorem 3.31.
Notice that, under the spiked covariance model, as long as we let the sample complexity $\alpha$ grow with the noise level $g$, we do not need any bound on noise power. For example, the noise power $\lambda_{v}^{+}$could even be larger than $\lambda^{-}$. This is possible because, under this model, $\mathbb{E}\left[\sum_{t} \boldsymbol{y}_{t} \boldsymbol{y}_{t}^{\prime} / \alpha\right]=$ $\boldsymbol{P} \boldsymbol{\Lambda} \boldsymbol{P}^{\prime}+\lambda_{v}^{+} \boldsymbol{I}$. Thus, its matrix of top $r$ eigenvectors equals $\boldsymbol{P}$. As a result, the error between $\hat{\boldsymbol{P}}$ and $\boldsymbol{P}$ is only due to the fact that we are using a finite $\alpha$ to approximate the expected value. In other words, we only have statistical error. The "bias" terms are zero.

### 3.3 Nearly Optimal Robust Subspace Tracking (NORST)

In this section, we define the robust ST problem, explain the assumptions needed to make it identifiable, and then explain our proposed mini-batch solution and its guarantee.

### 3.3.1 Problem setting and algorithm design constraints

At each time $t$, we observe a data vector $\boldsymbol{y}_{t} \in \mathbb{R}^{n}$ that satisfies

$$
\begin{equation*}
\boldsymbol{y}_{t}:=\boldsymbol{\ell}_{t}+\boldsymbol{x}_{t}+\boldsymbol{v}_{t}, \text { for } t=1,2, \ldots, d \tag{3.6}
\end{equation*}
$$

where $\boldsymbol{v}_{t}$ is small unstructured noise, $\boldsymbol{x}_{t}$ is the sparse outlier vector, and $\boldsymbol{\ell}_{t}$ is the true data vector that lies in a fixed or slowly changing low-dimensional subspace of $\mathbb{R}^{n}$, i.e.,

$$
\boldsymbol{\ell}_{t}=\boldsymbol{P}_{(t)} \boldsymbol{a}_{t}
$$

where $\boldsymbol{P}_{(t)}$ is an $n \times r$ basis matrix with $r \ll n$ and with $\left\|\left(\boldsymbol{I}-\boldsymbol{P}_{(t-1)} \boldsymbol{P}_{(t-1)}{ }^{\prime}\right) \boldsymbol{P}_{(t)}\right\|$ small compared to $\left\|\boldsymbol{P}_{(t)}\right\|=1$. We use $\mathcal{T}_{t}$ to denote the support set of $\boldsymbol{x}_{t}$. As an example, in the video application, $\boldsymbol{y}_{t}$ is
the video image at time/frame $t, \boldsymbol{\ell}_{t}$ is the background at time $t, \mathcal{T}_{t}$ is the support of the foreground at $t$, and $\boldsymbol{x}_{t}$ equals the difference between foreground and background images on $\mathcal{T}_{t}$ while being zero everywhere else. Slow subspace change is typically a valid assumption for background images of videos taken using a static camera. Given a good initial subspace estimate, $\hat{\boldsymbol{P}}_{0}$, the goal is to develop a mini-batch algorithm to track $\operatorname{span}\left(\boldsymbol{P}_{(t)}\right)$ and $\boldsymbol{\ell}_{t}$ either immediately or within a short delay. A by-product is that $\boldsymbol{x}_{t}$, and $\mathcal{T}_{t}$ can also be tracked accurately. The initial subspace estimate, $\hat{\boldsymbol{P}}_{0}$, can be computed by applying a few iterations of any existing RPCA solutions, e.g., PCP [3] or AltProj [25], on the first order $r$ data points, i.e., on $\boldsymbol{Y}_{\left[1, t_{\text {train }}\right]}$, with $t_{\text {train }}=C r$.

Dynamic RPCA. This is the offline version of the above problem. Define matrices $\boldsymbol{L}, \boldsymbol{X}, \boldsymbol{V}, \boldsymbol{Y}$ with $\boldsymbol{L}=\left[\ell_{1}, \ell_{2}, \ldots \ell_{d}\right]$ and with $\boldsymbol{Y}, \boldsymbol{X}, \boldsymbol{V}$ similarly defined. The goal is to recover $\boldsymbol{L}$ and its column space with accuracy $\varepsilon$. We use $r_{L}$ to denote the rank of $\boldsymbol{L}$. The maximum fraction of nonzeros in any row (column) of the outlier matrix $\boldsymbol{X}$ is denoted by max-outlier-frac-row (max-outlier-frac-col).

Algorithm constraints. We will develop a nearly real-time tracking algorithm that (i) computes an online estimate of $\boldsymbol{x}_{t}$ and its support $\mathcal{T}_{t}$, and of $\boldsymbol{\ell}_{t}$ immediately at each time $t$ using the previous subspace estimate, $\hat{\boldsymbol{P}}_{(t-1)}$, and observed data $\boldsymbol{y}_{t}$; (ii) it updates the subspace estimates in a mini-batch fashion; and (iii) it provides improved smoothing estimates of all quantities after a delay that is within $\log$ factors of $r$. As we explain in Sec. 3.3.5, recovering $\boldsymbol{x}_{t}, \mathcal{T}_{t}$, and $\boldsymbol{\ell}_{t}$ one at a time is the only way to obtain improved row-wise outlier tolerance compared to standard RPCA. However with doing this, correct recovery requires one extra assumption: slow enough subspace change compared to the minimum outlier magnitude.

### 3.3.2 Nearly Optimal Robust ST (NORST) via Recursive Projected Compressive Sensing (CS): main idea

The algorithm begins with an initial subspace estimate $\hat{\boldsymbol{P}}_{0}$. At each time $t$, we use $\hat{\boldsymbol{P}}_{(t-1)}$ and $\boldsymbol{y}_{t}$ to solve a noisy projected compressive sensing (CS) problem to estimate $\boldsymbol{x}_{t}$ and its support $\mathcal{T}_{t}$ from $\tilde{\boldsymbol{y}}_{t}=\boldsymbol{\Psi} \boldsymbol{x}_{t}+\boldsymbol{b}_{t}$. Here $\boldsymbol{\Psi}=\boldsymbol{I}-\hat{\boldsymbol{P}}_{(t-1)} \hat{\boldsymbol{P}}_{(t-1)}{ }^{\prime}, \tilde{\boldsymbol{y}}_{t}=\boldsymbol{\Psi} \boldsymbol{y}_{t}$, and $\boldsymbol{b}_{t}=\boldsymbol{\Psi} \boldsymbol{\ell}_{t}+\boldsymbol{\Psi} \boldsymbol{v}_{t}$ (is small under the slow subspace change assumption). This step uses $l_{1}$ minimization followed by thresholding to
estimate $\mathcal{T}_{t}$, and Least Squares (LS) on $\hat{\mathcal{T}}_{t}$ to get $\hat{\boldsymbol{x}}_{t}$. We compute $\hat{\boldsymbol{\ell}}_{t}$ by subtraction as $\hat{\boldsymbol{\ell}}_{t}=\boldsymbol{y}_{t}-\hat{\boldsymbol{x}}_{t}$. Every $\alpha$ time instants, we update the subspace estimate by solving the PCA problem using the previous $\alpha \hat{\ell}_{t}$ 's as observed data, i.e., by $r$-SVD on $\hat{\boldsymbol{L}}_{t ; \alpha}$. This is repeated $K$ times, each time with a new set of $\alpha \hat{\ell}_{t}$ 's. At this point, the algorithm enters the subspace change detect phase. The complete algorithm is specified in Algorithm 6, and explained in detail in Sec 3.3.7. Besides $\alpha$ and $K$, it has two other parameters: $\xi$ (assumed upper bound on $\left\|\boldsymbol{b}_{t}\right\|$ ) and $\omega_{\text {supp }}$ (threshold used for support recovery).

### 3.3.3 Identifiability and other assumptions

For this discussion assume that $\boldsymbol{v}_{t}=0$. At each time $t$ we have just one $n$-length observed data vector $\boldsymbol{y}_{t}$ but the subspace $\boldsymbol{P}_{t}$ is specified by $n r$ scalars (it is an $r$-dimensional subspace of $\mathbb{R}^{n}$ ). Thus, even if we had perfect data $\boldsymbol{y}_{t}=\boldsymbol{\ell}_{t}$ available, it would be impossible to estimate each different $\boldsymbol{P}_{t}$. One way to address this is by assuming that the $\boldsymbol{P}_{t}$ 's do not change for at least $r$ time instants.

Assumption 3.34 (Piecewise Constant Subspace Change). Let $t_{1}, \ldots t_{j}, \ldots t_{J}$ denote the subspace change times. Let $t_{0}=1$ and $t_{J+1}=d$. Assume that

$$
\boldsymbol{P}_{(t)}=\boldsymbol{P}_{j} \text { for all } t \in\left[t_{j}, t_{j+1}\right), j=1,2, \ldots, J,
$$

with $t_{j+1}-t_{j}>r$. Since $\boldsymbol{y}_{t}=\ell_{t}+\boldsymbol{x}_{t}$ (is imperfect), our guarantee needs a larger lower bound than $r$.

Even with the above assumption, a sparse $\boldsymbol{x}_{t}$ and its support $\mathcal{T}_{t}$ cannot be correctly distinguished from $\boldsymbol{\ell}_{t}=\boldsymbol{P}_{j} \boldsymbol{a}_{t}$ without more assumptions. Correct recovery of $\boldsymbol{x}_{t}$ and $\mathcal{T}_{t}$ requires that (i) the $\boldsymbol{x}_{t}$ 's are sparse enough (ensured by bounding the maximum allowed outlier fractions per column), (ii) the columns of $\boldsymbol{P}_{j}$ are not sparse (ensured by the standard incoherence/denseness assumption from the RPCA literature [4, 3, 25]), and (iii) the $\boldsymbol{a}_{t}$ 's are bounded. (iv) Correct support recovery also requires subspace change that is slow enough compared to the minimum nonzero entry of $\boldsymbol{x}_{t}$ (minimum outlier magnitude), denoted $x_{\min }$. Correct subspace update requires that (v) the $r \times \alpha$
sub-matrices formed by a mini-batch of $\boldsymbol{a}_{t}$ 's are well-conditioned, and (vi) the outlier support $\mathcal{T}_{t}$ changes enough over time so that there is at least one outlier-free observation of each scalar entry of $\boldsymbol{\ell}_{t}$ in each mini-batch of $\boldsymbol{y}_{t}$ 's. One way to ensure (v) is to assume that the $\boldsymbol{a}_{t}$ 's are i.i.d. while (vi) can be ensured by bounding the maximum fraction of outliers in any row of any $\alpha$-mini-batch sub-matrix of $\boldsymbol{X}$. We use max-outlier-frac-row $(\alpha)$ to denote this quantity. We summarize the above assumptions on $\boldsymbol{P}_{j}$ 's and $\boldsymbol{a}_{t}$ 's in Assumption 3.35, those on the outlier fractions in Assumption 3.36, and slow subspace change compared to $x_{\text {min }}$ in Assumption 3.37.

Assumption 3.35 ( $\mu$-Incoherence). Assume the following.

1. (Left Incoherence) Assume that $\boldsymbol{P}_{j}$ 's are $\mu$-incoherent with $\mu$ being a numerical constant. This means that $\max _{i=1,2, ., n}\left\|\left(\boldsymbol{P}_{j}\right)^{(i)}\right\|^{2} \leq \mu r / n$. Here $\boldsymbol{P}^{(i)}$ denotes the $i$-th row of $\boldsymbol{P}$.
2. (Statistical Right Incoherence) Assume Assumption 3.29, i.e., the subspace coefficients $\boldsymbol{a}_{t}$ are zero mean, mutually independent, have identical diagonal covariance matrix $\boldsymbol{\Lambda}:=\mathbb{E}\left[\boldsymbol{a}_{t} \boldsymbol{a}_{t}^{\prime}\right]$, and are bounded: $\max _{t}\left\|\boldsymbol{a}_{t}\right\|^{2} \leq \mu r \lambda_{\max }(\boldsymbol{\Lambda})$. Let $\lambda^{+}\left(\lambda^{-}\right), f:=\lambda^{+} / \lambda^{-}$denote the maximum (minimum) eigenvalue and condition number of $\boldsymbol{\Lambda}$.

The second assumption above allows us to obtain high probability upper bounds on the tracking delay of our approach. As we explain later in Sec. 3.3.6, it can be interpreted as a statistical version of right singular vectors' incoherence. The incoherence assumption on $\boldsymbol{P}_{j}$ is nearly equivalent to left singular vectors' incoherence. It is exactly equivalent if we consider the sub-matrices $\boldsymbol{L}_{j}:=$ $\left[\ell_{t_{j}}, \ell_{t_{j}+1}, \ldots, \ell_{t_{j+1}-1}\right]$.

Assumption 3.36 (Outliers are spread out). Let max-outlier-frac-col := $\max _{t}\left|\mathcal{T}_{t}\right| / n$; let max-outlier-frac-row $(\alpha)$ be the maximum fraction of nonzeros per row of any sub-matrix of $\boldsymbol{X}_{\left[t_{\text {train }}, d\right]}$ with $\alpha$ consecutive columns, and let max-outlier-frac-row init be the maximum fraction of outliers per row of any sub-matrix of $\boldsymbol{X}_{\left[1, t_{\mathrm{train}}\right]}$. Assume that max-outlier-frac-col $\leq \frac{c_{1}}{\mu r}$, max-outlier-frac-row $(\alpha) \leq \frac{c_{2}}{f^{2}}$, and max-outlier-frac-row init $\leq \frac{c_{3}}{r}$.

Assumption 3.37 (Slow subspace change). Let $x_{\min }:=\min _{t} \min _{i \in \mathcal{T}_{t}}\left|\left(\boldsymbol{x}_{t}\right)_{i}\right|$ and let $\mathrm{SE}_{j}:=$ $\mathrm{SE}\left(\boldsymbol{P}_{j-1}, \boldsymbol{P}_{j}\right)$. Assume that $\mathrm{SE}_{j} \leq 0.8$ and $\mathrm{SE}_{j} \leq \frac{c_{4}}{\sqrt{r}} \frac{x_{\text {min }}}{\sqrt{\lambda^{+}}}$.

The order notation used here and below assumes that $f, \mu$ are constants.

### 3.3.4 Guarantees

Before stating our main result, we define a few terms next.

Definition 3.38. Let the mini-batch size $\alpha:=C f^{2} r \log n$, the number of subspace update iterations needed to get an $\varepsilon$ accurate estimate, $K=K(\varepsilon):=C \log (\Delta / \varepsilon)$, where $\Delta:=\max _{j} \mathrm{SE}_{j}$, noise power $\lambda_{v}^{+}:=\max _{t}\left\|\mathbb{E}\left[\boldsymbol{v}_{t} \boldsymbol{v}_{t}^{\prime}\right]\right\|$, and effective noise dimension, $r_{v}:=\frac{\max _{t}\left\|\boldsymbol{v}_{\boldsymbol{t}}\right\|^{2}}{\lambda_{v}^{+}}$. Recall from Algorithm 6 that $\hat{t}_{j}$ denotes the time at which the $j$-th subspace change is detected.

We have the following result.
Theorem 3.39. Assume that Assumptions 3.34, 3.35, 3.36, and 3.37 hold. Assume that the noise $\boldsymbol{v}_{t}$ is bounded, i.i.d. over time, independent of $\mathcal{T}_{t}$, uncorrelated with $\boldsymbol{\ell}_{t}$, i.e., $\mathbb{E}\left[\boldsymbol{\ell}_{t} \boldsymbol{v}_{t}{ }^{\prime}\right]=0$, and with $r_{v} \leq C r$, and $\sqrt{\lambda_{v}^{+} / \lambda^{-}}<0.01$. Also, assume that $\ell_{t}$ 's and $\mathcal{T}_{t}$ 's are independent.

Pick an $\varepsilon$ that satisfies $c \sqrt{\lambda_{v}^{+} / \lambda^{-}} \leq \varepsilon \leq \min \left(c_{3} \frac{1}{\sqrt{r}} \frac{x_{\min }}{\sqrt{\lambda^{+}}}, 0.01\right)$. Consider Algorithm 6 with $K=K(\varepsilon)$ as defined above, $\alpha=C f^{2} r \log n$, $\omega_{\text {evals }}=2 \varepsilon^{2} \lambda^{+}, \zeta=x_{\min } / 15$ and $\omega_{\text {supp }}=x_{\min } / 2$. If

1. $\max _{t}\left\|\boldsymbol{v}_{t}\right\| \leq c_{5} x_{\text {min }}$,
2. $t_{j+1}-t_{j}>(K+2) \alpha$, and $\mathrm{SE}_{j}>9 \sqrt{f} \varepsilon$
3. initialization ${ }^{3}: \operatorname{SE}\left(\hat{\boldsymbol{P}}_{0}, \boldsymbol{P}_{0}\right) \leq \min \left(c_{6} \frac{1}{\sqrt{r}} \frac{x_{\min }}{\sqrt{\lambda^{+}}}, 0.25\right)$;
then, w.p. at least $1-10 d n^{-10}$,
4. $t_{j} \leq \hat{t}_{j} \leq t_{j}+2 \alpha$,

$$
\begin{aligned}
& \operatorname{SE}\left(\hat{\boldsymbol{P}}_{(t)}, \boldsymbol{P}_{(t)}\right) \leq \\
& \begin{cases}\left(\varepsilon+\mathrm{SE}_{j}\right) & \text { if } t \in\left[t_{j}, \hat{t}_{j}+\alpha\right), \\
(0.3)^{k-1}\left(\varepsilon+\mathrm{SE}_{j}\right) & \text { if } t \in\left[\hat{t}_{j}+(k-1) \alpha, \hat{t}_{j}+k \alpha\right), \\
\varepsilon & \text { if } t \in\left[\hat{t}_{j}+K \alpha+\alpha, t_{j+1}\right),\end{cases}
\end{aligned}
$$

and $\left\|\hat{\boldsymbol{\ell}}_{t}-\boldsymbol{\ell}_{t}\right\| \leq 1.2 \mathrm{SE}\left(\hat{\boldsymbol{P}}_{(t)}, \boldsymbol{P}_{(t)}\right)\left\|\boldsymbol{\ell}_{t}\right\|+\left\|\boldsymbol{v}_{t}\right\| ;$

[^13]2. $\hat{\mathcal{T}}_{t}=\mathcal{T}_{t}$ and the bound on $\left\|\hat{\boldsymbol{x}}_{t}-\boldsymbol{x}_{t}\right\|$ is the same as that on $\left\|\hat{\boldsymbol{\ell}}_{t}-\boldsymbol{\ell}_{t}\right\|$.

The time complexity is $O(n d r \log (1 / \varepsilon))$ and memory complexity is $O(n \alpha)=O\left(f^{2} n r \log n\right)$.
Proof. We prove this in Sec. 3.6.

We have the following corollary for the smoothing NORST algorithm (last few lines of Algorithm 6). This is also a mini-batch approach with mini-batch size ( $K+2$ ) $\alpha$ (instead of $\alpha$ for NORST).

Corollary 3.40. [Smoothing NORST for dynamic RPCA] Under the assumptions of Theorem 3.39, the following also hold: $\operatorname{SE}\left(\hat{\boldsymbol{P}}_{(t)}^{\text {smoothing }}, \boldsymbol{P}_{(t)}\right) \leq \varepsilon,\left\|\hat{\boldsymbol{\ell}}_{t}^{\text {smoothing }}-\boldsymbol{\ell}_{t}\right\| \leq \varepsilon\left\|\boldsymbol{\ell}_{t}\right\|+\left\|\boldsymbol{v}_{t}\right\|$ at all times $t$. Its time complexity is $O(n d r \log (1 / \varepsilon))$ and memory complexity is $O(K n \alpha)=O(n r \log n \log (1 / \varepsilon))$. All these quantities are computed within a delay of at most $(K+2) \alpha$.

The above result guarantees that NORST can detect subspace changes in delay at most $\alpha=$ $C r \log n$ and track them to $\varepsilon$ accuracy in delay at most $(K+2) \alpha=C r \log n \log (\Delta / \varepsilon)$. The corollary for smoothing NORST guarantees that, with this delay, each column of $\boldsymbol{L}, \boldsymbol{\ell}_{t}$, is recovered to $\varepsilon$ relative accuracy. The minimum delay needed to compute an $r$-dimensional subspace even with perfect data $\boldsymbol{y}_{t}=\ell_{t}$ is $r$. Thus, our result guarantees near optimal detection and tracking delay ("near optimal" means that it is within log factors of the minimum delay). Moreover, the required lower bound on the delay between subspace change times is also near optimal. Quick and reliable change detection is an important feature, e.g., this feature has been used in [26] to detect structural changes in a dynamic social network.

When the extra unstructured noise $\boldsymbol{v}_{t}=0$, we can track to any $\varepsilon>0$ otherwise we can track to $\varepsilon \geq \sqrt{\lambda_{v}^{+} / \lambda^{-}}$(square root of the noise level). It is possible to slightly relax this requirement to $\varepsilon \geq \lambda_{v}^{+} / \lambda^{-}$by picking a larger $\alpha, \alpha=C(r \log n)\left(\lambda^{-} / \lambda_{v}^{+}\right)$, but it cannot be eliminated. The reason is that at each time $t$, we have an under-determined set of equations corrupted by unstructured noise $\boldsymbol{v}_{t}$. Even assuming the subspace is known or has been perfectly estimated, it is under-determined: we have $n+r$ unknowns at each time $t$ but only $n$ observed scalars. This is also true for any other under-determined problem as well, e.g., standard RPCA or $\mathrm{CS}^{4}$.

[^14]Notice also that we have assumed that the "effective noise dimension", $r_{v} \in O(r)$. This requirement can be eliminated if we set $\alpha=C f^{2} \max \left(r, r_{v}\right) \log n$.

From the perspective of recovering the true data $\boldsymbol{\ell}_{t}$, both $\boldsymbol{v}_{t}$ and $\boldsymbol{x}_{t}$ are noise or perturbations. The difference is that $\boldsymbol{v}_{t}$ is a vector of small disturbances or modeling errors, while $\boldsymbol{x}_{t}$ is a sparse outlier vector with few nonzero entries. By definition, an outlier is an infrequent but large disturbance. Our result tolerates what can be called "bi-level perturbations": the small perturbation $\boldsymbol{v}_{t}$ needs to be small enough and the minimum outlier magnitude $x_{\text {min }}$ needs to be large enough so that $\left\|\boldsymbol{v}_{t}\right\| \leq 0.2 x_{\text {min }}$ (minimum outlier magnitude). Moreover, $x_{\min }$ also needs to be large enough to satisfy Assumption 3.37. The need for both these assumptions is explained in Sec. 3.3.5. Assuming that $x_{\min }^{2}$ is of order $\lambda^{+}$(signal power), Assumption 3.37 requires that $\mathrm{SE}_{j}$ be $O(1 / \sqrt{r})$. However this is not as restrictive as it may seem. The reason is that $\mathrm{SE}($.$) is only measuring the sine of the$ largest principal angle. If all principal angles are roughly equal, then, this still allows the chordal subspace distance ( $l_{2}$ norm of the vector of sines of all $r$ principal angles) [37] to be $O(1)$.

Our result assumes a minor lower bound on $\mathrm{SE}_{j}$. This is needed to guarantee reliable subspace change detection. Changes that are smaller than order $\varepsilon$ cannot be detected when the previous subspace is only tracked to accuracy $\varepsilon$. However, such changes also increase the tracking error only by an extra factor of $\varepsilon$ and hence can be treated as noise. If change detection is not important, then, as we explain in Sec. 3.5, we can use a simpler NORST algorithm that does not need the lower bound.

Consider the piecewise constant subspace change assumption. In practice, e.g., in the video application, typically the subspaces change by a little at each time. This can be modeled as piecewise constant subspaces plus modeling error $\boldsymbol{v}_{t}$. We explain this point in Sec. 3.5 where we also provide a corollary for this setting. This corollary explains why the NORST algorithm "works" (gives good, but not perfect, subspace estimates and estimates of $\boldsymbol{\ell}_{t}$ ) for real videos or for simulated

For example for Least Squares estimation, one can show the estimator is consistent. But this is true because number of observed data points increases while the number of unknowns remains constant. In our case, the number of unknowns also increases with time $t$ : at each $t$, we have $(n+r)$ unknowns even if $\boldsymbol{P}_{t}$ has been estimated.
data generated so that $\boldsymbol{P}_{t}$ changes a little at each $t$; see Sec. 3.7 and more detailed experiments in [32].

To keep the theorem statement simple, we have used tighter bounds than required. Define the intervals $\mathcal{J}_{j, 1}=\left[t_{j}, \hat{t}_{j}+\alpha\right), \mathcal{J}_{j, k}:=\left[\hat{t}_{j}+(k-1) \alpha, \hat{t}_{j}+k \alpha\right)$ for $k=2,3, \ldots, K$, and $\mathcal{J}_{j, K+1}=$ $\left[\hat{t}_{j}+(K+1) \alpha, t_{j+1}\right)$. For $t \in \mathcal{J}_{j, k}$, for $k=1,2, \ldots, K$, we only need $0.3^{k-1}\left(\varepsilon+\mathrm{SE}_{j}\right) \sqrt{r \lambda^{+}} \leq$ $c \min _{i \in \mathcal{T}_{t}}\left|\left(\boldsymbol{x}_{t}\right)_{i}\right|$, i.e., the required lower bound on the minimum outlier magnitude at time $t$ decreases as the subspaces get estimated better. For the outliers $\boldsymbol{x}_{t}$ for $t \in \mathcal{J}_{j, K+1}$, we do not require any lower bound. Secondly, if the outlier vector is such that some entries are very small while the others are large enough, then we can treat the smaller entries as "noise" $\boldsymbol{v}_{t}$. This will work as long as these small entries are small enough so that the sum of their squares is sufficiently smaller than the square of the magnitude of the larger entries, i.e., for $t \in \mathcal{J}_{j, k}$, we can split $\boldsymbol{x}_{t}$ as $\boldsymbol{x}_{t}=\left(\boldsymbol{x}_{t}\right)_{\text {small }}+\left(\boldsymbol{x}_{t}\right)_{\text {large }}$ with the two components being such that $c \boldsymbol{x}_{t, l \text { large,min }} \geq\left\|\left(\boldsymbol{x}_{t}\right)_{\text {small }}\right\|$ and $c \boldsymbol{x}_{t, \text { large, min }} \geq 0.3^{k-1}\left(\varepsilon+\max _{j} \mathrm{SE}_{j}\right) \sqrt{r \lambda^{+}}$. Finally, if we also state the PCA-SDDN result in its most general form, the subspace error decay rate of 0.3 can be replaced by $\left(6 \sqrt{b_{0}} f\right)$ with $b_{0}:=$ max-outlier-frac-row, so this requirement becomes $c \boldsymbol{x}_{t, \text { large,min }} \geq\left(6 \sqrt{b_{0}} f\right)^{k-1}\left(\varepsilon+\max _{j} \mathrm{SE}_{j}\right) \sqrt{r \lambda^{+}}$. With this change, the expression for $K$ becomes $K=\left\lceil\frac{\log (\Delta / \varepsilon)}{-\log \left(6 \sqrt{b_{0}} f\right)}\right\rceil$. Thus, a smaller $b_{0}$ means that the subspace error decays faster. This, in turn, means that a smaller $K$ suffices (faster tracking and a smaller required lower bound on $t_{j+1}-t_{j}$ ). It also means a smaller lower bound is needed on the outlier magnitudes at most times.

### 3.3.5 How slow subspace change (Assumption 3.37) enables improved outlier tolerance

We explain here how the use of Assumption 3.37 enables improved outlier tolerance. Briefly, the reason is we recover each outlier $\boldsymbol{x}_{t}$ and its support $\mathcal{T}_{t}$ individually. To understand things simply, assume $\boldsymbol{v}_{t}=0$.

Given a good previous subspace estimate, $\hat{\boldsymbol{P}}_{(t-1)}$, slow subspace change implies that $\mathrm{SE}\left(\hat{\boldsymbol{P}}_{(t-1)}, \boldsymbol{P}_{t}\right)$ is small. Consider an $\alpha$ length interval $\mathcal{J}$ during with $\hat{\boldsymbol{P}}_{(t-1)}=\hat{\boldsymbol{P}}$ (computed
in the previous $\alpha$ interval). To exploit slow subspace change, we project each $\boldsymbol{y}_{t}$ orthogonal to $\hat{\boldsymbol{P}}$ to get $\tilde{\boldsymbol{y}}_{t}:=\boldsymbol{\Psi} \boldsymbol{x}_{t}+\boldsymbol{b}_{t}$ where $\boldsymbol{b}_{t}:=\boldsymbol{\Psi} \ell_{t}$ is small because of above. Here $\boldsymbol{\Psi}:=\boldsymbol{I}-\hat{\boldsymbol{P}} \hat{\boldsymbol{P}}^{\prime}$. Now $\boldsymbol{b}_{t}$ itself does not have any structure. But, the matrix $\boldsymbol{B}_{\mathcal{J}}$ formed by the $\boldsymbol{b}_{t}$ 's for $t \in \mathcal{J}$, is low rank with rank $r^{5}$. Accurately recovering $\boldsymbol{X}_{\mathcal{J}}$ from $\tilde{\boldsymbol{Y}}_{\mathcal{J}}:=\boldsymbol{\Psi} \boldsymbol{X}_{\mathcal{J}}+\boldsymbol{B}_{\mathcal{J}}$ when $\boldsymbol{B}_{\mathcal{J}}$ has rank $r$ is impossible if the fraction of outliers in any row or in any column of $\boldsymbol{X}_{\mathcal{J}}$ is more than $c / r$. The reasoning is the same as that used for standard RPCA [25]: we can construct a sparse matrix $\boldsymbol{X}_{\mathcal{J}}$ with rank $1 / \max ($ max-outlier-frac-row, max-outlier-frac-col). Thus if max-outlier-frac-row $=c$, we can construct a sparse $\boldsymbol{X}_{\mathcal{J}}$ with rank $1 / c=C \ll r^{6}$. If the rank of $\boldsymbol{X}_{\mathcal{J}}$ is less than $r$, that of $\boldsymbol{\Psi} \boldsymbol{X}_{\mathcal{J}}$ will also be less than $r$, making the recovery problem un-identifiable: if we try to find a matrix $\hat{\boldsymbol{B}}_{\mathcal{J}}$ of rank at most $r$ and a matrix $\hat{\boldsymbol{X}}_{\mathcal{J}}$ that is the sparsest and both satisfy $\tilde{\boldsymbol{Y}}_{\mathcal{J}}:=\boldsymbol{\Psi} \hat{\boldsymbol{X}}_{\mathcal{J}}+\hat{\boldsymbol{B}}_{\mathcal{J}}$, it is possible that we get the solution $\hat{\boldsymbol{B}}_{\mathcal{J}}=\boldsymbol{B}_{\mathcal{J}}+\boldsymbol{\Psi} \hat{\boldsymbol{X}}_{\mathcal{J}}$ and $\hat{\boldsymbol{X}}_{\mathcal{J}}=\mathbf{0}$. Because rank of $\boldsymbol{\Psi} \hat{\boldsymbol{X}}_{\mathcal{J}}$ is less than $r$ and that of $\boldsymbol{B}_{\mathcal{J}}$ is $r$, it is possible that the sum still has rank $r$.

Thus, if we would like to improve row-wise outlier tolerance to $O(1)$, we cannot jointly recover all columns of $\boldsymbol{X}_{\mathcal{J}}$ by exploiting the low rank structure of $\boldsymbol{B}_{\mathcal{J}}$. The only other way to proceed is as we do: recover them one $\boldsymbol{x}_{t}$ at a time from $\tilde{\boldsymbol{y}}_{t}$. Here we can only use the fact that $\left\|\boldsymbol{b}_{t}\right\|$ is small due to slow subspace change. The problem of recovering a single $\boldsymbol{x}_{t}$ from $\tilde{\boldsymbol{y}}_{t}$ is a standard noisy CS problem [2], with small noise $\boldsymbol{b}_{t}$. To our best knowledge, there are no entry-wise recovery guarantees for CS. One can only bound $\left\|\hat{\boldsymbol{x}}_{t, c s}-\boldsymbol{x}_{t}\right\|$ by a constant (that depends on the restricted isometry constant of $\boldsymbol{\Psi}), C$, times $\left\|\boldsymbol{b}_{t}\right\|$. Here $\hat{\boldsymbol{x}}_{t, c s}$ is the output of the CS step (line 7 of Algorithm 6). With this, correct support recovery, $\hat{\mathcal{T}}_{t}=\mathcal{T}_{t}$, is ensured only if $x_{\min }>2 C\left\|\boldsymbol{b}_{t}\right\|$. The worst case bound on $\left\|\boldsymbol{b}_{t}\right\|$ comes from when the subspace has changed but the change has not been detected so that $\hat{\boldsymbol{P}}_{(t-1)}=\hat{\boldsymbol{P}}_{j-1}$ and $\boldsymbol{P}_{t}=\boldsymbol{P}_{j}$. At this time, $\left\|\boldsymbol{b}_{t}\right\| \leq \max _{j} \operatorname{SE}\left(\hat{\boldsymbol{P}}_{j-1}, \boldsymbol{P}_{j}\right) \sqrt{r} \sqrt{\lambda^{+}}$. Also, we can show that $\mathrm{SE}\left(\hat{\boldsymbol{P}}_{j-1}, \boldsymbol{P}_{j}\right) \leq \mathrm{SE}_{j}+\varepsilon$. Thus, exact support recovery is guaranteed if Assumption 3.37

[^15]holds and $\varepsilon$ is chosen as specified in the theorem. When $\boldsymbol{v}_{t} \neq 0$, the bound on $\left\|\boldsymbol{b}_{t}\right\|$ contains a $\left\|\boldsymbol{v}_{t}\right\|$ term. In this case, exact support recovery also needs $\left\|\boldsymbol{v}_{t}\right\| \leq c_{5} x_{\text {min }}$.

Exact support recovery followed by LS on the recovered support and then subtraction to get $\hat{\ell}_{t}$ implies that $\hat{\ell}_{t}$ satisfies $\hat{\boldsymbol{\ell}}_{t}=\boldsymbol{\ell}_{t}+\boldsymbol{e}_{t}$ with $\boldsymbol{e}_{t}:=-\boldsymbol{I}_{\mathcal{T}_{t}} \underbrace{\left(\boldsymbol{I}_{\boldsymbol{\mathcal { T }}_{t}} \boldsymbol{\Psi}_{\boldsymbol{I}_{t}}\right)^{-1} \boldsymbol{I}_{\mathcal{T}_{t}} \boldsymbol{\Psi}}_{\boldsymbol{M}_{s, t}} \ell_{t}$. Notice that $\boldsymbol{e}_{t}$ is sparse and linearly data-dependent and, conditioned on $\hat{\boldsymbol{P}}$ and the support sets $\mathcal{T}_{t}$, the matrix $\boldsymbol{M}_{s, t}$ is deterministic. So we can apply the PCA-SDDN result from the previous section. It also needs statistical right incoherence, $q:=\max _{t}\left\|\boldsymbol{M}_{s, t} \boldsymbol{P}_{j}\right\| \leq \operatorname{CSE}\left(\hat{\boldsymbol{P}}, \boldsymbol{P}_{j}\right)$ (holds by left incoherence and max-outlier-frac-col $<c / r$ ), and max-outlier-frac-row $(\alpha) \leq c$ (constant row-wise outlier fraction bound). If the support recovery were incorrect, the estimated support $\hat{\mathcal{T}}_{t}$ would depend on $\boldsymbol{b}_{t}$ and hence on $\boldsymbol{\ell}_{t}$. This would mean that, even conditioned on $\hat{\boldsymbol{P}}$ and $\mathcal{T}_{t}$, the matrices $\boldsymbol{M}_{s, t}$ are not deterministic making the PCA-SDDN result inapplicable.

### 3.3.6 Understanding Statistical Right Incoherence

Let $\boldsymbol{L}_{j}:=\boldsymbol{L}_{\left[t_{j}, t_{j+1}\right)}$. From our assumptions, $\boldsymbol{L}_{j}=\boldsymbol{P}_{j} \boldsymbol{A}_{j}$ with $\boldsymbol{A}_{j}:=\left[\boldsymbol{a}_{t_{j}}, \boldsymbol{a}_{t_{j}+1}, \ldots \boldsymbol{a}_{t_{j+1}-1}\right]$, the columns of $\boldsymbol{A}_{j}$ are zero mean, mutually independent, have identical covariance $\boldsymbol{\Lambda}, \boldsymbol{\Lambda}$ is diagonal, and bounded. Let $d_{j}:=t_{j+1}-t_{j}$. Define a diagonal matrix $\Sigma$ with $(i, i)$-th entry $\sigma_{i}$ satisfying $\sigma_{i}^{2}:=\sum_{t}\left(a_{t}\right)_{i}^{2} / d_{j}$. Define a $d_{j} \times r$ matrix $\tilde{\boldsymbol{V}}$ with the $t$-th entry of the $i$-th column being $\left(\tilde{\boldsymbol{v}}_{i}\right)_{t}:=$ $\left(\boldsymbol{a}_{t}\right)_{i} /\left(\sigma_{i} \sqrt{d_{j}}\right)$. Clearly, $\boldsymbol{L}_{j}=\boldsymbol{P}_{j} \Sigma \tilde{\boldsymbol{V}}^{\prime}$ and each column of $\tilde{\boldsymbol{V}}$ is unit 2-norm. This can be interpreted as an approximation to the SVD of $\boldsymbol{L}_{j}$; we say approximation because the columns of $\tilde{\boldsymbol{V}}$ are not necessarily exactly mutually orthogonal. However, if $d_{j}$ is large enough, one can argue using scalar Hoeffding inequality (applicable because $\boldsymbol{a}_{t}$ 's are bounded), that, whp, (i) the columns of $\tilde{\boldsymbol{V}}$ are approximately mutually orthogonal, i.e. $\left|\tilde{\boldsymbol{v}}_{i}^{\prime} \tilde{\boldsymbol{v}}_{j}\right| \leq \epsilon$ for all $i \neq j$; and (ii) $0.99 \lambda_{i} \leq \sigma_{i}^{2} \leq 1.01 \lambda_{i}$ for all $i=1,2, \ldots, r$. Thus, by the boundedness assumption on the $\boldsymbol{a}_{t}$ 's, the $t$-th row of $\tilde{\boldsymbol{V}}$ satisfies $\sum_{i=1}^{r}\left(\tilde{\boldsymbol{v}}_{i}\right)_{t}^{2} \leq\left(1 / d_{j}\right)\left(1 / \min _{i} \sigma_{i}^{2}\right)\left\|\boldsymbol{a}_{t}\right\|^{2} \leq\left(1 / d_{j}\right)\left(1 / \lambda^{-}\right) \mu r \lambda^{+}=f \mu r / d_{j}$. This is the standard incoherence assumption with parameter $f \mu$. Thus, whp, the approximate right singular vectors' matrix $\tilde{\boldsymbol{V}}$ of $\boldsymbol{L}_{j}$ satisfies the standard incoherence assumption.

### 3.3.7 Nearly Optimal Robust ST via ReProCS (NORST-ReProCS): details

Algorithm 6 uses the Recursive Projected Compressive Sensing framework introduced in [28]. It starts with a "good" estimate of the initial subspace. This can be obtained by using a few iterations of AltProj applied to $\boldsymbol{Y}_{\left[1, t_{\text {train }}\right]}$ with $t_{\text {train }}=C r$. It then iterates between (a) Projected Compressive Sensing (CS) / Robust Regression ${ }^{7}$ in order to estimate the sparse outliers, $\boldsymbol{x}_{t}$ 's, and hence the $\boldsymbol{\ell}_{t}$ 's, and (b) Subspace Update to update the estimates $\hat{\boldsymbol{P}}_{(t)}$. Projected CS proceeds as follows. At time $t$, if the previous subspace estimate, $\hat{\boldsymbol{P}}_{(t-1)}$, is accurate enough, because of slow subspace change, projecting $\boldsymbol{y}_{t}$ onto its orthogonal complement will nullify most of $\boldsymbol{\ell}_{t}$. We compute $\tilde{\boldsymbol{y}}_{t}:=\boldsymbol{\Psi} \boldsymbol{y}_{t}$ where $\boldsymbol{\Psi}:=\boldsymbol{I}-\hat{\boldsymbol{P}}_{(t-1)} \hat{\boldsymbol{P}}_{(t-1)}{ }^{\prime}$. Clearly $\tilde{\boldsymbol{y}}_{t}=\boldsymbol{\Psi} \boldsymbol{x}_{t}+\boldsymbol{\Psi}\left(\boldsymbol{\ell}_{t}+\boldsymbol{v}_{t}\right)$ and $\left\|\boldsymbol{\Psi}\left(\boldsymbol{\ell}_{t}+\boldsymbol{v}_{t}\right)\right\|$ is small due to slow subspace change and small $\boldsymbol{v}_{t}$. Recovering $\boldsymbol{x}_{t}$ from $\tilde{\boldsymbol{y}}_{t}$ is now a CS / sparse recovery problem in small noise [2]. We compute $\hat{\boldsymbol{x}}_{t, c s}$ using noisy $l_{1}$ minimization followed by thresholding based support estimation to obtain $\hat{\mathcal{T}}_{t}$. A Least Squares (LS) based debiasing step on $\hat{\mathcal{T}}_{t}$ returns the final $\hat{\boldsymbol{x}}_{t}$. We then estimate $\boldsymbol{\ell}_{t}$ as $\hat{\boldsymbol{\ell}}_{t}=\boldsymbol{y}_{t}-\hat{\boldsymbol{x}}_{t}$.

The $\hat{\ell}_{t}$ 's are then used for the Subspace Update step which toggles between the "detect" phase and the "update" phase. It starts in the "update" phase with $\hat{t}_{0}=t_{\text {train }}$. We then perform $K$ $r$-SVD steps with the $k$-th one done at $t=\hat{t}_{0}+k \alpha-1$. Each such step uses the last $\alpha$ estimates, i.e., uses $\hat{\boldsymbol{L}}_{t ; \alpha}$. Thus at $t=\hat{t}_{0}+K \alpha-1$, the subspace update of $\boldsymbol{P}_{0}$ is complete. At this point, the algorithm enters the "detect" phase. For any $j$, if the $j$-th subspace change is detected at time $t$, we set $\hat{t}_{j}=t$. At this time, the algorithm enters the "update" (subspace update) phase. We then perform $K r$-SVD steps with the $k$-th $r$-SVD step done at $t=\hat{t}_{j}+k \alpha-1$ on $\hat{\boldsymbol{L}}_{t ; \alpha}$. Thus, at $t=\hat{t}_{j, \text { fin }}=\hat{t}_{j}+K \alpha-1$, the update is complete. At this $t$, the algorithm enters the "detect" phase.

To understand the change detection strategy, consider the $j$-th subspace change. Assume that the previous subspace $\boldsymbol{P}_{j-1}$ has been accurately estimated by $t=\hat{t}_{j-1, \text { fin }}=\hat{t}_{j-1}+K \alpha-1$ and that $\hat{t}_{j-1, \text { fin }}<t_{j}$. Let $\hat{\boldsymbol{P}}_{j-1}$ denote this estimate. At this time, the algorithm enters the

[^16]"detect" phase in order to detect the next $(j$-th $)$ change. Let $\boldsymbol{B}_{t}:=\left(\boldsymbol{I}-\hat{\boldsymbol{P}}_{j-1} \hat{\boldsymbol{P}}_{j-1}{ }^{\prime}\right) \hat{\boldsymbol{L}}_{t ; \alpha}$. At every $t=\hat{t}_{j-1, \text { fin }}+u \alpha-1, u=1,2, \ldots$, we detect change by checking if the maximum singular value of $\boldsymbol{B}_{t}$ is above a pre-set threshold, $\sqrt{\omega_{\text {evals }} \alpha}$, or not. We claim that, with high probability (whp), under assumptions of Theorem 3.39, this strategy has no "false subspace detections" and correctly detects change within a delay of at most $2 \alpha$ samples. The former is true because, for any $t$ for which $[t-\alpha+1, t] \subseteq\left[\hat{t}_{j-1, f i n}, t_{j}\right)$, all singular values of the matrix $\boldsymbol{B}_{t}$ will be close to zero (will be of order $\varepsilon \sqrt{\lambda^{+}}$) and hence its maximum singular value will be below $\sqrt{\omega_{\text {evals }} \alpha}$. Thus, whp, $\hat{t}_{j} \geq t_{j}$. To understand why the change is correctly detected within $2 \alpha$ samples, first consider $t=\hat{t}_{j-1, \text { fin }}+\left\lceil\frac{t_{j}-\hat{t}_{j-1, f i n}}{\alpha}\right\rceil \alpha:=t_{j, *}$. Since we assumed that $\hat{t}_{j-1, f i n}<t_{j}$ (the previous subspace update is complete before the next change), $t_{j}$ lies in the interval $\left[t_{j, *}-\alpha+1, t_{j, *}\right]$. Thus, not all of the $\boldsymbol{\ell}_{t}$ 's in this interval satisfy $\boldsymbol{\ell}_{t}=\boldsymbol{P}_{j} \boldsymbol{a}_{t}$. Depending on where in the interval $t_{j}$ lies, the algorithm may or may not detect the change at this time. However, in the next interval, i.e., for $t \in\left[t_{j, *}+1, t_{j, *}+\alpha\right]$, all of the $\boldsymbol{\ell}_{t}$ 's satisfy $\boldsymbol{\ell}_{t}=\boldsymbol{P}_{j} \boldsymbol{a}_{t}$. We can prove that, whp, $\boldsymbol{B}_{t}$ for this time $t$ will have maximum singular value that is above the threshold. Thus, if the change is not detected at $t_{j, *}$, whp, it will get detected at $t_{j, *}+\alpha$. Hence, whp, either $\hat{t}_{j}=t_{j, *}$, or $\hat{t}_{j}=t_{j, *}+\alpha$, i.e., $t_{j} \leq \hat{t}_{j} \leq t_{j}+2 \alpha$.

Algorithm parameters. Algorithm 6 assumes knowledge of 4 model parameters: $r, \lambda^{+}$, $\lambda^{-}$and $x_{\text {min }}$ to set the algorithm parameters. The initial dataset used for estimating $\hat{\boldsymbol{P}}_{0}$ (using AltProj) can be used to get an accurate estimate of $r, \lambda^{-}$and $\lambda^{+}$using standard techniques. Thus one really only needs to set $x_{\text {min }}$. If continuity over time is assumed, we can let it be time-varying and set it as $\min _{i \in \hat{\mathcal{T}}_{t-1}}\left|\left(\hat{\boldsymbol{x}}_{t-1}\right)_{i}\right|$ at $t$.

Time complexity. The time complexity is $O(n d r \log (1 / \epsilon))$. We explain this in Supplement Appendix 3.12.1.

### 3.4 Related Work

We first briefly discuss related work on PCA and then discuss robust PCA and subspace tracking papers. While there has been a large amount of work in the last decade on finite-sample guarantees
for PCA [21, 17] and related problems, such as sparse PCA [35, 1] and kernel PCA [29, 43] most of these assume either the spiked covariance model (noise is modeled as being isotropic) [21, 43] or that the observed data $\boldsymbol{y}_{t}$ is i.i.d. [21, 17] or consider noiseless settings [35, 1] (typical in sparse PCA). The setting that we study involves linearly data dependent noise $\boldsymbol{w}_{t}=\boldsymbol{M}_{t} \ell_{t}$ with the dependency matrix $\boldsymbol{M}_{t}$ being time-varying. Thus, the noise is clearly not isotropic. Moreover, this also means that the observed data $\boldsymbol{y}_{t}=\ell_{t}+\boldsymbol{w}_{t}+\boldsymbol{v}_{t}$ cannot be identically distributed over time. In fact, our guarantee is interesting only in the setting where $\boldsymbol{M}_{t}$ changes enough over time so that the time-averaged expected value of signal-noise correlation and of noise power is sufficiently smaller than their respective instantaneous values.

We should mention also that, while many sophisticated eigenvector perturbation bounds exist in the literature $[16,18,14]$, these are designed for different settings than the one we are interested in. For our setting, only the classical Davis-Kahan sin theta theorem [7] applies. In our analysis, we need to bound the sine of the largest principal angle between the true and estimated subspaces, because this helps us get a bound on the "noise"/error seen by the projected compressed sensing step at the next time instant. Thus, [16], which only provides coordinate-wise bounds, cannot be used. The perturbation seen by our sample covariance matrix is additive and our observed data $\boldsymbol{y}_{t}$ is not identically distributed, and thus the results of $[18,14]$ do not apply either.

The robust PCA (RPCA) problem has been extensively studied since the first two papers by Candes et al and Chandrasekharan at al [3,5] and follow-up work by Hsu et al [13] all of which studied a convex optimization solution, called Principal Components Pursuit or PCP. A faster non-convex solution, called Alternating Projections or AltProj, was introduced in [25]. Later work has studied a projected gradient descent based approach, RPCA-GD [38]. The problem of RPCA with partial support knowledge was studied in [40]. All RPCA guarantees assume $\mu$-incoherence of left and right singular vectors of $\boldsymbol{L}$ (needed to ensure that $\boldsymbol{L}$ is not sparse). One way to ensure that $\boldsymbol{X}$ is not low rank is to assume that an entry of $\boldsymbol{X}$ is nonzero with probability $\rho$ independent of all others (Bernoulli model) and to assume a bound on $\rho$. This was assumed in [3]. This can sometimes be a strong assumption, e.g., in the video setting, it requires that foreground objects are
one pixel wide and jump around completely randomly over time. But, if it holds, and if another stronger left-right incoherence assumption holds ${ }^{8}$, then $\rho \in O(1)$ (linear sparsity) can be tolerated while also allowing the rank of $L, r_{L}$ to be grow nearly linearly with $\min (n, d)$ [3]. The other approach to ensure that $\boldsymbol{X}$ is low rank is to assume a bound of $O\left(1 / r_{L}\right)$ on the maximum fraction of nonzeros (outliers) in any row or in any column of $\boldsymbol{X}$. This is assumed in most of the later works [5, 13, 25, 38, 6].

Our work provides a fast mini-batch solution to the related problem of robust subspace tracking (RPCA with explicitly assuming slowly changing subspaces). Because we replace right incoherence by its statistical version, we are able to obtain guarantees on detection and tracking delay of our approach and show that both are nearly optimal (are within log factors of the minimum required delay $r$ ). This also means that the memory complexity of NORST is also near optimal: we only need to store $\alpha n$-length vectors in memory with $\alpha=C r \log n$. Of course, any RPCA approach could also be applied in a mini-batch fashion on $\alpha$-consecutive column sub-matrices, and then it will also have the same memory complexity. We assume this here in our discussion. With this assumption, max-outlier-frac-row gets replaced by max-outlier-frac-row $(\alpha)$ and $r_{L}$ gets replaced by $r$ for the RPCA guarantees as well.

Because we assume a lower bound on the minimum outlier magnitudes that is proportional to $\mathrm{SE}_{j}$, we obtain the following improvement in outlier tolerance (explained in Sec. 3.3.5). Treating $f$ as a constant, for any mini-batch after $t_{\text {train }}$, we only need max-outlier-frac-row $(\alpha) \in O(1)$. For standard RPCA, unless a random model on outlier support is assumed, $\max ($ max-outlier-frac-col, max-outlier-frac-row $(\alpha)) \in O(1 / r)$ is needed [25]. For the video application, this implies that NORST tolerates slow moving and occasionally static foreground objects much better than standard RPCA methods that do not assume slow subspace change. This is also corroborated by our experiments on real videos, e.g., see Fig 3.4 in Sec. 3.7 and also see a more detailed and quantitative evaluation on real data provided in [32]. Since our algorithm needs to be initialized with a standard batch RPCA approach such as AltProj [25] applied to the

[^17]first $t_{\text {train }}=C r$ data points, for this initial short batch, we do need AltProj assumptions to hold and this is why we need max-outlier-frac-row init $\leq \frac{c_{3}}{r}$. For the per column fraction, we also need max-outlier-frac-col $\in O(1 / r)$. Thus, the overall fraction of outliers allowed in a given matrix is still $O(1 / r)$, which is the same as standard RPCA, but these can be less spread out row-wise (some rows could have many more outliers than others).

Moreover, we are able to guarantee that each column of $\boldsymbol{L}, \boldsymbol{\ell}_{t}$, is recovered to $\varepsilon$ relative accuracy and that the support of outliers can be recovered exactly. Neither is guaranteed by existing RPCA results, these only guarantee $\|\hat{\boldsymbol{L}}-\boldsymbol{L}\|_{F} \leq \varepsilon$.

Finally, in terms of time complexity, the NORST complexity of $O(n \alpha r \log (1 / \varepsilon))$ per mini-batch is comparable to that of simple (non-robust) PCA. In comparison to RPCA solutions, this is much faster than PCP [3,5,13] which needs $O\left(n \alpha^{2} \frac{1}{\varepsilon}\right)$ and $r$-times faster than AltProj [25] which needs $O\left(n \alpha r^{2} \log (1 / \varepsilon)\right)$. RPCA-GD [38] is as fast as NORST but requires an even tighter outlier fractions' bound than other RPCA solutions: max(max-outlier-frac-row, max-outlier-frac-col) $\in O\left(1 / r^{3 / 2}\right)$.

Our work builds upon the simple-ReProCS (s-ReProCS) solution and guarantee [24] and removes many of its limitations. S-ReProCS assumes a specific model of slow subspace change: only one subspace direction can change at each change time, and the amount of change needs to be bounded. Even with this assumption, its tracking delay is of order $r \log n \log (1 / \varepsilon)$. Since only one direction is changing, this delay is $r$-times sub-optimal. The same is true for its required lower bound on subspace change times. A second limitation of s-ReProCS is that, in order to track subspaces to $\varepsilon$ accuracy, it requires the initial subspace estimate to also be $\varepsilon$ accurate. This, in turn, implies that one needs to run the AltProj or PCP algorithm on the initial mini-batch to convergence. Instead, our approach only requires the initial subspace error to be $O(1 / \sqrt{r})$. Thus, only order $\log r$ iterations of AltProj suffice to initialize our algorithm. Thirdly, the s-ReProCS guarantee needs a stronger statistical right incoherence assumption than ours: it needs an entry-wise bound of $\max _{t} \max _{i=1,2, \ldots, r}\left|\left(\boldsymbol{a}_{t}\right)_{i}\right|^{2} \leq \eta \lambda^{+}$. Lastly, we develop important extensions of our main result for (i) only tracking subspace changes (without detecting the change), and (ii) for subspaces changing by a little at each time $t$.

An earlier version of Theorem 3.39 appeared in ICML 2018 [23], but that was a conference paper and the proof of that result is only provided in an unpublished supplement on ArXiV . The results of the current manuscript improve upon the ICML result in various ways: we need a weaker statistical right incoherence assumption, a weaker lower bound on $\mathrm{SE}_{j}$, and we develop two important extensions of our main result for subspace changes at each time and for applications not requiring change detection. Moreover, [23] did not prove the result for PCA in data-dependent noise, but only used the result proved in our older ISIT paper [34]. The problem of ST with missing data is a special case of robust ST, while ST with missing data and outliers is a simple generalization of robust ST. Interesting guarantees for both of these follow as easy corollaries of either our current result or of its earlier version from [23]. A corollary of the result of [23] for ST-miss is presented in [22]. In comparison to the result of [22], a similarly derived ST-miss corollary of our current result has all the advantages mentioned earlier in this paragraph.

### 3.5 Extensions: subspace change at each time, subspace tracking without detection

### 3.5.1 Subspace changing at each time

Suppose $\boldsymbol{y}_{t}=\tilde{\boldsymbol{\ell}}_{t}+\boldsymbol{x}_{t}$ where $\tilde{\boldsymbol{\ell}}_{t}=\boldsymbol{P}_{(t)} \tilde{\boldsymbol{a}}_{t}, \boldsymbol{P}_{t}$ changes by a little at each time $t$, but has more significant changes at certain times $t_{j}$. We show here how this case can be handled by treating the error generated by changes at each time $t$ as extra unstructured noise $\boldsymbol{v}_{t}$. Assume that $\tilde{\boldsymbol{a}_{t}}$ 's are zero mean, bounded, and i.i.d. with diagonal covariance matrix $\tilde{\boldsymbol{\Lambda}}$. Let $\tilde{\lambda}^{+}$be its maximum eigenvalue and $\tilde{f}$ the condition number. Define $\boldsymbol{P}_{j}$ as the matrix of top $r$ left singular vectors of the matrix $\tilde{\boldsymbol{L}}_{j}:=\left[\tilde{\ell}_{t_{j}}, \tilde{\ell}_{t_{j}+1}, \ldots, \tilde{\boldsymbol{\ell}}_{t_{j+1}-1}\right]$, or equivalently of $\left[\boldsymbol{P}_{\left(t_{j}\right)}, \boldsymbol{P}_{\left(t_{j}+1\right)}, \ldots, \boldsymbol{P}_{\left(t_{j+1}-1\right)}\right]$. Let $\boldsymbol{a}_{t}:=\boldsymbol{P}_{j}^{\prime} \tilde{\ell}_{t}, \boldsymbol{\ell}_{t}:=\boldsymbol{P}_{j} \boldsymbol{a}_{t}$ and $\boldsymbol{v}_{t}:=\tilde{\boldsymbol{\ell}}_{t}-\boldsymbol{\ell}_{t}=\boldsymbol{P}_{j, \perp} \tilde{\boldsymbol{\ell}}_{t}$.

Another way to understand the above is that we are expressing $\tilde{\boldsymbol{L}}_{j}=\boldsymbol{L}_{j}+\boldsymbol{V}_{j}$ where $\boldsymbol{L}_{j}$ is the rank-r SVD of $\tilde{\boldsymbol{L}}$, while $\boldsymbol{V}_{j}$ is the rest. While $\boldsymbol{L}_{j} \boldsymbol{V}_{j}^{\prime}=0$, we cannot say anything about individual vectors $\ell_{t} \boldsymbol{v}_{t}^{\prime}$ or their expected value. In general, $\mathbb{E}\left[\boldsymbol{\ell}_{t} \boldsymbol{v}_{t}^{\prime}\right] \neq 0$. But even then, we can always use Cauchy-Schwarz to get the bound $\left\|\mathbb{E}\left[\ell_{t} v_{t}^{\prime}\right] \mid\right\| \leq \sqrt{\lambda^{+} \lambda_{v}^{+}}$. Thus, to analyze this case, we need to
modify Corollary 3.32 for PCA-SDDN as follows: we now need $4 \sqrt{b} q f+\frac{\lambda_{v}^{+}}{\lambda^{-}}+\sqrt{\frac{\lambda_{v}^{+}}{\lambda^{-}} f}<0.4 \epsilon_{\text {SE }}$. There is no change to the required lower bound on $\alpha$. From our definition of $\boldsymbol{v}_{t}, \lambda_{v}^{+} \leq \operatorname{SE}\left(\boldsymbol{P}_{j}, \boldsymbol{P}_{t}\right)^{2} \tilde{\lambda}^{+}$. Using $\lambda^{+} \leq \tilde{\lambda}^{+}, \tilde{\lambda}^{-}<\lambda^{-}$, a simple sufficient condition to ensure that the third term is small $\left(\lambda_{v}^{+} / \lambda^{-} \leq 0.01 \varepsilon^{2} / f\right)$ is $\operatorname{SE}\left(\boldsymbol{P}_{j}, \boldsymbol{P}_{t}\right)^{2} \leq 0.01 \varepsilon^{2} / \tilde{f}^{2}$.

Corollary 3.41 (Subspace changing at each $t$ ). Consider the setting defined in the first paragraph above. If $\operatorname{SE}\left(\boldsymbol{P}_{j}, \boldsymbol{P}_{t}\right)^{2}<0.01 \varepsilon^{2} / \tilde{f}^{2}$, Theorem 3.39 applies with $\boldsymbol{P}_{j}, \boldsymbol{\ell}_{t}$, and $\boldsymbol{v}_{t}$ as defined above.

### 3.5.2 NORST-NoDet: NORST without subspace change detection

A simpler version of the NORST algorithm that does not detect change is as follows. The robust regression (projected CS) step is exactly as explained earlier. The subspace update step is much simpler: it just updates $\hat{\boldsymbol{P}}_{(t)}$ as the top $r$ left singular vectors of $\hat{\boldsymbol{L}}_{t ; \alpha}$ once every $\alpha$ frames. We refer to it as NORST-NoDet. We have the following guarantee for it.

Theorem 3.42. Consider Algorithm 7 with parameters set as $\alpha=C f^{2} \mu r \log n, \zeta=x_{\min } / 15$ and $\omega_{\text {supp }}=x_{\min } / 2$. Assume everything stated in Theorem 3.39 except the lower bound on $\mathrm{SE}_{j}$. Then, w.p. at least $1-10 d n^{-10}$,

$$
\mathrm{SE}\left(\hat{\boldsymbol{P}}_{(t)}, \boldsymbol{P}_{(t)}\right) \leq \begin{cases}\min \left(4 f \mathrm{SE}_{j}, 1\right) & \text { if } t \in \mathcal{J}_{1} \\ (0.3)^{k-1} \min \left(4 f \mathrm{SE}_{j}, 1\right) & \text { if } t \in \mathcal{J}_{k} \\ \varepsilon:=c \sqrt{\lambda_{v}^{+} / \lambda^{-}} & \text {if } t \in \mathcal{J}_{K}\end{cases}
$$

where $\left.\left.\mathcal{J}_{1}=\left[\left\lfloor t_{j} / \alpha\right\rfloor \alpha,\left(\left\lfloor t_{j} / \alpha\right\rfloor+1\right) \alpha\right), J_{k}=\left[\left\lfloor t_{j} / \alpha\right\rfloor+1\right) \alpha\right)+(k-1) \alpha,\left(\left\lfloor t_{j} / \alpha\right)+(k+1)\right) \alpha\right\rfloor$ for $k=2,3, \cdots, K-1$ and $\mathcal{J}_{K}=\left[\left(\left\lfloor t_{j} / \alpha\right\rfloor+(K+1)\right) \alpha,\left\lfloor t_{j+1} / \alpha\right\rfloor \alpha\right)$.

The time complexity is $O(n d r \log (1 / \varepsilon))$ and memory complexity is $O(n \alpha)=O\left(f^{2} n r \log n \log (1 / \varepsilon)\right)$.

The advantage of NORST-NoDet is that it does not require a lower bound on the amount of change, $\mathrm{SE}_{j}$, and it needs fewer algorithm parameters (does not need $K$ or $\omega_{\text {evals }}$ ). The disadvantage is it does not detect subspace change, we cannot obtain a "smoothing" version of it that solves the dynamic RPCA problem to $\varepsilon$ accuracy at all times, and its subspace error bound is larger for the
intervals during which the subspace changes, $\left[\left\lfloor t_{j} / \alpha\right\rfloor \alpha,\left(\left\lfloor t_{j} / \alpha\right\rfloor+1\right) \alpha\right)$. For times $t$ in this interval, the bound is $\min \left(4 f \mathrm{SE}_{j}, 1\right)$. Assuming small enough $\varepsilon$, this is larger than $\left(\varepsilon+\mathrm{SE}_{j}\right)$ which is the NORST bound for this interval. The reason is NORST stops tracking after the current subspace has been estimated accurately enough and until the next change is detected. During this period, it uses $\hat{\boldsymbol{P}}_{j-1}$ as the estimate. But NORST-NoDet updates the subspace in every interval. For the change interval, the rank of $\boldsymbol{L}_{t ; \alpha}$ is more than $r$. It can be $2 r$ in general. This is why it is not possible to guarantee a better bound for the $r$-SVD estimate. At the same time, without extra assumptions, it is not possible to obtain a guarantee for $2 r$-SVD estimate either.

For analyzing the change interval we use the following modification of PCA-SDDN. Its proof is in Appendix 3.10. The proof of Theorem 3.42 is given in the Supplement Appendix 3.12.

Corollary 3.43. Assume that $\boldsymbol{y}_{t}=\ell_{t}+\boldsymbol{w}_{t}+\boldsymbol{v}_{t}$ with $\boldsymbol{w}_{t}=\boldsymbol{M}_{2, t} \boldsymbol{M}_{1, t} \ell_{t}$, with $\boldsymbol{\ell}_{t}=\boldsymbol{P}_{0} \boldsymbol{a}_{t}$ for $t \in\left[1, \alpha_{0}\right]$ and $\boldsymbol{\ell}_{t}=\boldsymbol{P} \boldsymbol{a}_{t}$ for $t \in\left[\alpha_{0}+1, \alpha\right]$, and $\operatorname{SE}\left(\boldsymbol{P}_{0}, \boldsymbol{P}\right) \leq \Delta$. Assume also that Assumptions 3.29, 3.30 hold, $\max _{t} \max \left(\left\|\boldsymbol{M}_{1, t} \boldsymbol{P}_{0}\right\|,\left\|\boldsymbol{M}_{1, t} \boldsymbol{P}\right\|\right) \leq q<1$, and the fraction of nonzeros in any row of the noise matrix $\left[\boldsymbol{w}_{1}, \boldsymbol{w}_{2}, \ldots, \boldsymbol{w}_{\alpha}\right]$ is equal to $b$. Let $g:=\frac{\lambda^{+}}{\lambda^{-}}$. If $\Delta<c / f$, and if $\alpha \geq \alpha^{*}=$ $C \max \left(\frac{q^{2} f^{2}}{\epsilon_{\mathrm{SE}}^{2}} r \log n, \frac{g f}{\epsilon_{\mathrm{SE}}^{2}} \max \left(r_{v}, r\right) \log n\right)$ then w.p. at least $1-10 n^{-10}$,

$$
\begin{aligned}
\operatorname{SE}(\hat{\boldsymbol{P}}, \boldsymbol{P}) & \leq 1.1\left(3\left(\left(\alpha_{0} / \alpha\right) \Delta+4 \sqrt{b} q\right) f+\frac{\lambda_{v}^{+}}{\lambda^{-}}\right) \\
& \leq 3.3 \Delta f+4.4 \sqrt{b} q f+1.1 \frac{\lambda_{v}^{+}}{\lambda^{-}}
\end{aligned}
$$

### 3.6 Proof of correctness of the NORST algorithm

In this section we state the three main lemmas and explain how they help prove Theorem 3.39. After this, we prove the three lemmas.

### 3.6.1 Main Lemmas

We define or recall a few things first.

1. Recall $\Delta=\max _{j} \operatorname{SE}\left(\boldsymbol{P}_{j-1}, \boldsymbol{P}_{j}\right)$, let $\Delta_{0}=\operatorname{SE}\left(\hat{\boldsymbol{P}}_{0}, \boldsymbol{P}_{0}\right) ;$ recall $c \sqrt{\lambda_{v}^{+} / \lambda^{-}}<\varepsilon \leq 0.01<0.2$
2. Let $\hat{\boldsymbol{P}}_{j, 0}=\hat{\boldsymbol{P}}_{j-1}$ and recall (from Algorithm) that $\hat{\boldsymbol{P}}_{j-1}=\hat{\boldsymbol{P}}_{j-1, K}$ :
3. Constants for Theorem 3.39: $c_{1}=c_{2}=0.001$ (bounds on max-outlier-frac-col, max-outlier-frac-row $(\alpha))$, and $c_{3}=1 /(30 \sqrt{\mu})$. We use $b_{0}=c_{2} / f^{2}$ to denote the bound on max-outlier-frac-row $(\alpha)$.
4. Let $q_{0}:=1.2\left(\varepsilon+\mathrm{SE}_{j}\right), q_{k}=1.2 \max \left(q_{k-1} / 4, \varepsilon\right)$. Clearly $q_{k}=\max \left(0.3^{k} q_{0}, 1.2 \varepsilon\right)$.

First consider the simpler case when $t_{j}$ 's are known. In this case $\hat{t}_{j}=t_{j}$. Define the events

- $\Gamma_{0,0}:=\left\{\right.$ assumed bound on $\left.\operatorname{SE}\left(\hat{\boldsymbol{P}}_{0}, \boldsymbol{P}_{0}\right)\right\}$,
- $\Gamma_{0, k}:=\Gamma_{0, k-1} \cap\left\{\operatorname{SE}\left(\hat{\boldsymbol{P}}_{0, k}, \boldsymbol{P}_{0}\right) \leq \operatorname{SE}\left(\hat{\boldsymbol{P}}_{0}, \boldsymbol{P}_{0}\right)\right\}$,
- $\Gamma_{j, 0}:=\Gamma_{j-1, K}, \Gamma_{j, k}:=\Gamma_{j, k-1} \cap\left\{\operatorname{SE}\left(\hat{\boldsymbol{P}}_{j, k}, \boldsymbol{P}_{j}\right) \leq q_{k-1} / 4\right\}$ for $j=1,2, \ldots, J$ and $k=1,2, \ldots, K$.
- Using the expression for $K$ given in the theorem, and since $\hat{\boldsymbol{P}}_{j}=\hat{\boldsymbol{P}}_{j, k}$ (from the Algorithm), it follows that $\Gamma_{j, K}$ implies $\operatorname{SE}\left(\hat{\boldsymbol{P}}_{j}, \boldsymbol{P}_{j}\right)=\mathrm{SE}\left(\hat{\boldsymbol{P}}_{j, K}, \boldsymbol{P}_{j}\right) \leq \varepsilon$.

Observe that, if we can show that $\operatorname{Pr}\left(\Gamma_{J, K} \mid \Gamma_{0,0}\right) \geq 1-d n^{-10}$ we will have obtained all the subspace recovery bounds of Theorem 3.39. The next two lemmas, Lemmas 3.44 and 3.45, applied sequentially help show that this is true. The first one proves that $\operatorname{Pr}\left(\Gamma_{j, 1} \mid \Gamma_{j, 0}\right) \geq 1-10 n^{-10}$, the second one proves that $\operatorname{Pr}\left(\Gamma_{j, k} \mid \Gamma_{j, k-1}\right) \geq 1-10 n^{-10}$ for $k=1,2, \ldots, K$. The bounds on $\left\|\ell_{t}-\hat{\ell}_{t}\right\|$ follow easily.

To prove the actual result with $t_{j}$ unknown, we also need Corollary 3.47 and Lemma 3.48 which proves that the change detection step works as desired. Moreover, we will need a different definition of $\Gamma_{j, 0}$; we cannot set it equal to $\Gamma_{j-1, K}$. The proof is given in Appendix 3.11.

Lemma 3.44 (first update interval). Under the conditions of Theorem 3.39, conditioned on $\Gamma_{j, 0}$,

1. for all $t \in\left[\hat{t}_{j}, \hat{t}_{j}+\alpha\right),\left\|\boldsymbol{\Psi}\left(\boldsymbol{\ell}_{t}+\boldsymbol{v}_{t}\right)\right\| \leq(\varepsilon+\Delta) \sqrt{\mu r \lambda^{+}}+\sqrt{r_{v} \lambda_{v}^{+}}<x_{\min } / 15,\left\|\hat{\boldsymbol{x}}_{t, c s}-\boldsymbol{x}_{t}\right\| \leq$ $7 x_{\min } / 15<x_{\min } / 2, \hat{\mathcal{T}}_{t}=\mathcal{T}_{t}$, the error $\boldsymbol{e}_{t}:=\hat{\boldsymbol{x}}_{t}-\boldsymbol{x}_{t}$ satisfies

$$
\begin{equation*}
\boldsymbol{e}_{t}=\boldsymbol{I}_{\mathcal{T}_{t}}\left(\boldsymbol{\Psi} \mathcal{T}_{t}^{\prime} \boldsymbol{\Psi}_{\mathcal{T}_{t}}\right)^{-1} \boldsymbol{I}_{\mathcal{T}_{t}}{ }^{\prime} \boldsymbol{\Psi}\left(\boldsymbol{\ell}_{t}+\boldsymbol{v}_{t}\right) \tag{3.7}
\end{equation*}
$$

and $\left\|\boldsymbol{e}_{t}\right\| \leq 1.2\left[(\varepsilon+\Delta) \sqrt{\mu r \lambda^{+}}+\sqrt{r_{v} \lambda_{v}^{+}}\right]$. Here $\boldsymbol{\Psi}=\boldsymbol{I}-\hat{\boldsymbol{P}}_{j, 0} \hat{\boldsymbol{P}}_{j, 0^{\prime}}$. Recall we let $\hat{\boldsymbol{P}}_{j, 0}=\hat{\boldsymbol{P}}_{j-1}$.
2. w.p. at least $1-10 n^{-10}$, $\hat{\boldsymbol{P}}_{j, 1}$ satisfies $\mathrm{SE}\left(\hat{\boldsymbol{P}}_{j, 1}, \boldsymbol{P}_{j}\right) \leq \max \left(q_{0} / 4, \varepsilon\right)$, i.e., $\Gamma_{j, 1}$ holds.

Lemma 3.45 ( $k$-th update interval). Under the conditions of Theorem 3.39, conditioned on $\Gamma_{j, k-1}$,

1. for all $t \in\left[\hat{t}_{j}+(k-1) \alpha, \hat{t}_{j}+k \alpha-1\right)$, all claims of the first part of Lemma 3.44 holds,

$$
\begin{aligned}
& \left\|\boldsymbol{\Psi}\left(\boldsymbol{\ell}_{t}+\boldsymbol{v}_{t}\right)\right\| \leq \max \left(0.3^{k-1}(\varepsilon+\Delta), \varepsilon\right) \sqrt{\mu r \lambda^{+}}+\sqrt{r_{v} \lambda_{v}^{+}}, \boldsymbol{e}_{t} \text { satisfies (3.7), and }\left\|\boldsymbol{e}_{t}\right\| \leq \\
& \max \left((0.3)^{k-1} \cdot 1.2(\varepsilon+\Delta), \varepsilon\right) \sqrt{\mu r \lambda^{+}}+\sqrt{r_{v} \lambda_{v}^{+}} . \text {Here } \boldsymbol{\Psi}=\boldsymbol{I}-\hat{\boldsymbol{P}}_{j, k-1} \hat{\boldsymbol{P}}_{j, k-1}{ }^{\prime} .
\end{aligned}
$$

2. w.p. at least $1-10 n^{-10}$, $\hat{\boldsymbol{P}}_{j, k}$ satisfies $\mathrm{SE}\left(\hat{\boldsymbol{P}}_{j, k}, \boldsymbol{P}_{j}\right) \leq \max \left(q_{k-1} / 4, \varepsilon\right)$, i.e., $\Gamma_{j, k}$ holds.

Remark 3.46. For the case of $j=0$, in both the lemmas above, $\Delta$ gets replaced by $\mathrm{SE}\left(\hat{\boldsymbol{P}}_{0}, \boldsymbol{P}_{0}\right)$.
Corollary 3.47. Under the conditions of Theorem 3.39, the following also hold.

1. For all $t \in\left[t_{j}, \hat{t}_{j}\right)$, conditioned on $\Gamma_{j-1, K}$, all claims of the first item of Lemma 3.44 hold.
2. For all $t \in\left[\hat{t}_{j}+K \alpha, t_{j+1}\right)$, conditioned on $\Gamma_{j, K}$, the first item of Lemma 3.45 holds with $k=K$.

Thus, for all times $t$, under appropriate conditioning, $\boldsymbol{e}_{t}$ satisfies (3.7).
The following lemma shows that, whp, we can detect subspace change within $2 \alpha$ time instants without any false detections. Recall that the detection threshold $\omega_{\text {evals }}=2 \varepsilon^{2} \lambda^{+}$.

Lemma 3.48 (Subspace Change Detection). Assume that the conditions of Theorem 3.39 hold.

1. Consider an $\alpha$-length time interval $\mathcal{J}^{\alpha} \subset\left[t_{j}, t_{j+1}\right]$ during which $\hat{\boldsymbol{P}}_{(t-1)}=\hat{\boldsymbol{P}}_{j-1}$ so that $\boldsymbol{\Psi}=$ $\boldsymbol{I}-\hat{\boldsymbol{P}}_{j-1} \hat{\boldsymbol{P}}_{j-1}{ }^{\prime}$. Let $\boldsymbol{\Phi}=\boldsymbol{\Psi}$. Assume that $\mathrm{SE}\left(\hat{\boldsymbol{P}}_{j-1}, \boldsymbol{P}_{j-1}\right) \leq \varepsilon$ and $\boldsymbol{e}_{t}$ satisfies (3.7). Then, w.p. at least $1-10 n^{-10}$,

$$
\lambda_{\max }\left(\frac{1}{\alpha} \sum_{t \in \mathcal{J}^{\alpha}} \boldsymbol{\Phi} \hat{\ell}_{t} \hat{\ell}_{t}^{\prime} \boldsymbol{\Phi}\right) \geq 0.59 \lambda^{-} \mathrm{SE}_{j}\left(\mathrm{SE}_{j}-8 \varepsilon\right)>\omega_{\text {evals }}
$$

since $\mathrm{SE}_{j}>9 \sqrt{f} \varepsilon$.
2. Consider an $\alpha$-length time interval $\mathcal{J}^{\alpha} \subset\left[t_{j}, t_{j+1}\right]$ during which $\hat{\boldsymbol{P}}_{(t-1)}=\hat{\boldsymbol{P}}_{j}$ so that $\boldsymbol{\Psi}=$ $\boldsymbol{I}-\hat{\boldsymbol{P}}_{j} \hat{\boldsymbol{P}}_{j}{ }^{\prime}$. Let $\boldsymbol{\Phi}=\boldsymbol{\Psi}$. Assume that $\mathrm{SE}\left(\hat{\boldsymbol{P}}_{j}, \boldsymbol{P}_{j}\right) \leq \varepsilon$ and $\boldsymbol{e}_{t}$ satisfies (3.7). Then, w.p. at
least $1-10 n^{-10}$,

$$
\lambda_{\max }\left(\frac{1}{\alpha} \sum_{t \in \mathcal{J}^{\alpha}} \boldsymbol{\Phi} \hat{\ell}_{t} \hat{\ell}_{t}^{\prime} \boldsymbol{\Phi}\right) \leq 1.37 \varepsilon^{2} \lambda^{+}<\omega_{\text {evals }}
$$

### 3.6.2 Proof of the first two lemmas

The projected CS proof (item one of the first two lemmas) uses the following lemma from [28] that relates the $s$-Restricted Isometry Constant (RIC), $\delta_{s}().[2]$ of $\boldsymbol{I}-\boldsymbol{P} \boldsymbol{P}^{\prime}$ to incoherence of $\boldsymbol{P}$.

Lemma 3.49. [[28]] For an $n \times r$ basis matrix $\boldsymbol{P}$, (1) $\delta_{s}\left(\boldsymbol{I}-\boldsymbol{P} \boldsymbol{P}^{\prime}\right)=\max _{|\mathcal{T}| \leq s}\left\|\boldsymbol{I}_{\mathcal{T}} \boldsymbol{P}^{2}\right\|^{2}$; and (2) $\max _{|\mathcal{T}| \leq s}\left\|\boldsymbol{I}_{\mathcal{T}^{\prime}} \boldsymbol{P}\right\|^{2} \leq s \max _{i=1,2, \ldots, n}\left\|\boldsymbol{I}_{i}{ }^{\prime} \boldsymbol{P}\right\|^{2} \leq s \mu r / n$.

The last bound of the above lemma used the definition of the incoherence parameter $\mu$. We will apply this lemma with $s=$ max-outlier-frac-col $\cdot n$. The subspace update step proof (item 2 of the first two lemmas) uses Corollary 3.32 for PCA-SDDN and the following simple lemma proved in the Appendix.

Lemma 3.50. Let $\boldsymbol{Q}_{1}, \boldsymbol{Q}_{2}$ and $\boldsymbol{Q}_{3}$ be $r$-dimensional subspaces in $\mathbb{R}^{n}$ such that $\mathrm{SE}\left(\boldsymbol{Q}_{1}, \boldsymbol{Q}_{2}\right)=\Delta_{1}$ and $\operatorname{SE}\left(\boldsymbol{Q}_{2}, \boldsymbol{Q}_{3}\right)=\Delta_{2}$. Then, $\Delta_{1}-2 \Delta_{2} \leq \operatorname{SE}\left(\boldsymbol{Q}_{1}, \boldsymbol{Q}_{3}\right) \leq \Delta_{1}+\Delta_{2}$.

Proof of Lemma 3.44. Proof of item 1. First consider $j>0$. We have conditioned on the event $\Gamma_{j, 0}:=\Gamma_{j-1, K}$. This implies that $\operatorname{SE}\left(\hat{\boldsymbol{P}}_{j-1}, \boldsymbol{P}_{j-1}\right) \leq \varepsilon$.

For the interval $t \in\left[\hat{t}_{j}, \hat{t}_{j}+\alpha\right), \hat{\boldsymbol{P}}_{(t-1)}=\hat{\boldsymbol{P}}_{j-1}$ and thus $\boldsymbol{\Psi}=\boldsymbol{I}-\hat{\boldsymbol{P}}_{j-1} \hat{\boldsymbol{P}}_{j-1}{ }^{\prime}$ (from Algorithm). Let $s:=$ max-outlier-frac-col $\cdot n$. For the sparse recovery step, we need to bound the $2 s$-RIC of $\boldsymbol{\Psi}$. To do this, we obtain bound on $\max _{|\mathcal{T}| \leq 2 s}\left\|\boldsymbol{I}_{\mathcal{T}} \hat{\boldsymbol{P}}_{j-1}\right\|$ as follows. Consider any set $\mathcal{T}$ such that $|\mathcal{T}| \leq 2 s$. Then,

$$
\begin{aligned}
\left\|\boldsymbol{I}_{\mathcal{T}}{ }^{\prime} \hat{\boldsymbol{P}}_{j-1}\right\| & \leq\left\|\boldsymbol{I}_{\mathcal{T}^{\prime}}\left(\boldsymbol{I}-\boldsymbol{P}_{j-1} \boldsymbol{P}_{j-1}{ }^{\prime}\right) \hat{\boldsymbol{P}}_{j-1}\right\|+\left\|\boldsymbol{I}_{\mathcal{T}^{\prime}} \boldsymbol{P}_{j-1} \boldsymbol{P}_{j-1}{ }^{\prime} \hat{\boldsymbol{P}}_{j-1}\right\| \\
& \leq \operatorname{SE}\left(\boldsymbol{P}_{j-1}, \hat{\boldsymbol{P}}_{j-1}\right)+\left\|\boldsymbol{I}_{\mathcal{T}} \boldsymbol{P}_{j-1}\right\| \\
& =\operatorname{SE}\left(\hat{\boldsymbol{P}}_{j-1}, \boldsymbol{P}_{j-1}\right)+\left\|\boldsymbol{I}_{\mathcal{T}} \boldsymbol{P}_{j-1}\right\|
\end{aligned}
$$

Using Lemma 3.49, and the bound on max-outlier-frac-col from Theorem 3.39,

$$
\begin{equation*}
\max _{|\mathcal{T}| \leq 2 s}\left\|\boldsymbol{I}_{\mathcal{T}}{ }^{\prime} \boldsymbol{P}_{j-1}\right\|^{2} \leq 2 s \max _{i}\left\|\boldsymbol{I}_{i}{ }^{\prime} \boldsymbol{P}_{j-1}\right\|^{2} \leq \frac{2 s \mu r}{n} \leq 0.01 \tag{3.8}
\end{equation*}
$$

Thus, using $\operatorname{SE}\left(\hat{\boldsymbol{P}}_{j-1}, \boldsymbol{P}_{j-1}\right) \leq \varepsilon,\left(\right.$ where $\left.c \sqrt{\lambda_{v}^{+} / \lambda^{-}} \leq \varepsilon \leq 0.01\right)$,

$$
\max _{|\mathcal{T}| \leq 2 s}\left\|\boldsymbol{I}_{\mathcal{T}} \hat{\boldsymbol{P}}_{j-1}\right\| \leq \varepsilon+\max _{|\mathcal{T}| \leq 2 s}\left\|\boldsymbol{I}_{\mathcal{T}}{ }^{\prime} \boldsymbol{P}_{j-1}\right\| \leq \varepsilon+0.1
$$

Finally, using Lemma 3.49, $\delta_{2 s}(\Psi) \leq 0.11^{2}<0.15$. Hence

$$
\left\|\left(\boldsymbol{\Psi}_{\mathcal{T}_{t}^{\prime}}^{\prime} \boldsymbol{\Psi}_{\mathcal{T}_{t}}\right)^{-1}\right\| \leq \frac{1}{1-\delta_{s}(\boldsymbol{\Psi})} \leq \frac{1}{1-\delta_{2 s}(\boldsymbol{\Psi})} \leq \frac{1}{1-0.15}<1.2
$$

When $j=0$, there are some minor changes. From the initialization assumption, we have $\mathrm{SE}\left(\hat{\boldsymbol{P}}_{0}, \boldsymbol{P}_{0}\right) \leq 0.25$. Thus, $\max _{|\mathcal{T}| \leq 2 s}\left\|\boldsymbol{I}_{\mathcal{T}^{\prime}} \hat{\boldsymbol{P}}_{0}\right\| \leq 0.25+0.1=0.35$. Thus, using Lemma 3.49, $\delta_{2 s}\left(\Psi_{0}\right) \leq 0.35^{2}<0.15$. The rest of the proof given below is the same for $j=0$ and $j>0$.

Next we bound norm of $\boldsymbol{b}_{t}:=\boldsymbol{\Psi}\left(\boldsymbol{\ell}_{t}+\boldsymbol{v}_{t}\right)$.

$$
\begin{gathered}
\left\|\boldsymbol{b}_{t}\right\|=\left\|\boldsymbol{\Psi}\left(\boldsymbol{\ell}_{t}+\boldsymbol{v}_{t}\right)\right\| \\
\leq\left\|\left(\boldsymbol{I}-\hat{\boldsymbol{P}}_{j-1} \hat{\boldsymbol{P}}_{j-1}{ }^{\prime}\right) \boldsymbol{P}_{j} \boldsymbol{a}_{t}\right\|+\left\|\boldsymbol{v}_{t}\right\| \leq \operatorname{SE}\left(\hat{\boldsymbol{P}}_{j-1}, \boldsymbol{P}_{j}\right)\left\|\boldsymbol{a}_{t}\right\|+\sqrt{r_{v} \lambda_{v}^{+}} \\
\stackrel{(a)}{\leq}\left(\varepsilon+\operatorname{SE}\left(\boldsymbol{P}_{j-1}, \boldsymbol{P}_{j}\right)\right) \sqrt{\mu r \lambda^{+}}+\sqrt{r_{v} \lambda_{v}^{+}}
\end{gathered}
$$

where (a) follows from Lemma 3.50 with $\boldsymbol{Q}_{1}=\hat{\boldsymbol{P}}_{j-1}, \boldsymbol{Q}_{2}=\boldsymbol{P}_{j-1}$ and $\boldsymbol{Q}_{3}=\boldsymbol{P}_{j}$. Under the assumptions of Theorem 3.39, the RHS of $(a)$ is bounded by $x_{\min } / 15$. This is why we have set $\xi=x_{\min } / 15$ in the Algorithm. Using these facts, and $\delta_{2 s}(\boldsymbol{\Psi}) \leq 0.15$, the CS guarantee from [2, Theorem 1.3] implies that

$$
\left\|\hat{\boldsymbol{x}}_{t, c s}-\boldsymbol{x}_{t}\right\| \leq 7 \xi=7 x_{\min } / 15<x_{\min } / 2
$$

Consider support recovery. From above,

$$
\left|\left(\hat{\boldsymbol{x}}_{t, c s}-\boldsymbol{x}_{t}\right)_{i}\right| \leq\left\|\hat{\boldsymbol{x}}_{t, c s}-\boldsymbol{x}_{t}\right\| \leq 7 x_{\min } / 15<x_{\min } / 2
$$

The Algorithm sets $\omega_{\text {supp }}=x_{\min } / 2$. Consider an index $i \in \mathcal{T}_{t}$. Since $\left|\left(\boldsymbol{x}_{t}\right)_{i}\right| \geq x_{\min }$,

$$
\begin{aligned}
x_{\min }-\left|\left(\hat{\boldsymbol{x}}_{t, c s}\right)_{i}\right| & \leq\left|\left(\boldsymbol{x}_{t}\right)_{i}\right|-\left|\left(\hat{\boldsymbol{x}}_{t, c s}\right)_{i}\right| \\
& \leq\left|\left(\boldsymbol{x}_{t}-\hat{\boldsymbol{x}}_{t, c s}\right)_{i}\right|<\frac{x_{\min }}{2}
\end{aligned}
$$

Thus, $\left|\left(\hat{\boldsymbol{x}}_{t, c s}\right)_{i}\right|>\frac{x_{\text {min }}}{2}=\omega_{\text {supp }}$ which means $i \in \hat{\mathcal{T}}_{t}$. Hence $\mathcal{T}_{t} \subseteq \hat{\mathcal{T}}_{t}$. Next, consider any $j \notin \mathcal{T}_{t}$. Then, $\left(\boldsymbol{x}_{t}\right)_{j}=0$ and so

$$
\left.\left|\left(\hat{\boldsymbol{x}}_{t, c s}\right)_{j}\right|=\mid\left(\hat{\boldsymbol{x}}_{t, c s}\right)_{j}\right)\left|-\left|\left(\boldsymbol{x}_{t}\right)_{j}\right| \leq\left|\left(\hat{\boldsymbol{x}}_{t, c s}\right)_{j}-\left(\boldsymbol{x}_{t}\right)_{j}\right|<\frac{x_{\min }}{2}\right.
$$

which implies $j \notin \hat{\mathcal{T}}_{t}$ and $\hat{\mathcal{T}}_{t} \subseteq \mathcal{T}_{t}$ implying that $\hat{\mathcal{T}}_{t}=\mathcal{T}_{t}$.
With $\hat{\mathcal{T}}_{t}=\mathcal{T}_{t}$ and since $\mathcal{T}_{t}$ is the support of $\boldsymbol{x}_{t}, \boldsymbol{x}_{t}=\boldsymbol{I}_{\mathcal{T}_{t}} \boldsymbol{I}_{\mathcal{T}_{t}} \boldsymbol{x}_{t}$, and so

$$
\begin{aligned}
\hat{\boldsymbol{x}}_{t} & =\boldsymbol{I}_{\mathcal{T}_{t}}\left(\boldsymbol{\Psi}_{\mathcal{T}_{t}} \boldsymbol{\Psi}_{\mathcal{T}_{t}}\right)^{-1} \boldsymbol{\Psi}_{\mathcal{T}_{t}^{\prime}}\left(\boldsymbol{\Psi} \boldsymbol{\ell}_{t}+\boldsymbol{\Psi} \boldsymbol{x}_{t}+\boldsymbol{\Psi} \boldsymbol{v}_{t}\right) \\
& =\boldsymbol{I}_{\mathcal{T}_{t}}\left(\boldsymbol{\Psi}_{\mathcal{T}_{t}} \boldsymbol{\Psi}_{\mathcal{T}_{t}}\right)^{-1} \boldsymbol{I}_{\mathcal{T}_{t}}{ }^{\prime} \boldsymbol{\Psi}\left(\boldsymbol{\ell}_{t}+\boldsymbol{v}_{t}\right)+\boldsymbol{x}_{t}
\end{aligned}
$$

since $\boldsymbol{\Psi}_{\mathcal{T}_{t}}{ }^{\prime} \boldsymbol{\Psi}=\boldsymbol{I}_{\mathcal{T}_{t}}^{\prime} \boldsymbol{\Psi}^{\prime} \boldsymbol{\Psi}=\boldsymbol{I}_{\mathcal{T}_{t}}{ }^{\prime} \boldsymbol{\Psi}$. Thus $\boldsymbol{e}_{t}=\hat{\boldsymbol{x}}_{t}-\boldsymbol{x}_{t}$ satisfies

$$
\begin{aligned}
\boldsymbol{e}_{t} & =\boldsymbol{I}_{\mathcal{T}_{t}}\left(\boldsymbol{\Psi}_{\mathcal{T}_{t}}{ }^{\prime} \boldsymbol{\Psi}_{\mathcal{T}_{t}}\right)^{-1} \boldsymbol{I}_{\mathcal{T}_{t}^{\prime}} \boldsymbol{\Psi}^{( }\left(\ell_{t}+\boldsymbol{v}_{t}\right):=\left(\boldsymbol{e}_{\ell}\right)_{t}+\left(\boldsymbol{e}_{\boldsymbol{v}}\right)_{t} \\
\left\|\boldsymbol{e}_{t}\right\| & \leq\left\|\left(\boldsymbol{\Psi}_{\mathcal{T}_{t}^{\prime}}^{\prime} \boldsymbol{\Psi}_{\mathcal{T}_{t}}\right)^{-1}\right\|\left\|\boldsymbol{I}_{\mathcal{T}_{t}^{\prime}}^{\prime} \boldsymbol{\Psi}\left(\boldsymbol{\ell}_{t}+\boldsymbol{v}_{t}\right)\right\| \\
& \leq 1.2\left\|\boldsymbol{I}_{\mathcal{T}_{t}^{\prime}} \boldsymbol{\Psi}\left(\boldsymbol{\ell}_{t}+\boldsymbol{v}_{t}\right)\right\|
\end{aligned}
$$

Proof of Item 2: Recall that $q_{0}:=1.2\left(\varepsilon+\mathrm{SE}_{j}\right), q_{k}=1.2 \max \left(q_{k-1} / 4, \varepsilon\right)=\max \left(0.3^{k} q_{0}, 1.2 \varepsilon\right)$. From our definition of $K, 0.3^{K} q_{0}=\varepsilon$. Thus, for $k \leq K, \max \left(q_{k-1} / 4, \varepsilon\right)=q_{k-1} / 4$.

We are considering the interval $\left[\hat{t}_{j}, \hat{t}_{j}+\alpha\right)$. Since $\hat{\boldsymbol{\ell}}_{t}=\boldsymbol{\ell}_{t}-\boldsymbol{e}_{t}+\boldsymbol{v}_{t}$ with $\boldsymbol{e}_{t}$ satisfying (3.7), updating $\hat{\boldsymbol{P}}_{(t)}$ from the $\hat{\boldsymbol{\ell}}_{t}$ 's is a problem of PCA in sparse data-dependent noise (SDDN). To analyze this, we use Corollary 3.32. Define $\left(\boldsymbol{e}_{\ell}\right)_{t}=\boldsymbol{I}_{\mathcal{T}_{t}}\left(\boldsymbol{\Psi}_{\mathcal{T}_{t}}{ }^{\prime} \boldsymbol{\Psi}_{\mathcal{T}_{t}}\right)^{-1} \boldsymbol{I}_{\mathcal{T}_{t}}{ }^{\prime} \boldsymbol{\Psi} \ell_{t}$ and $\left(\boldsymbol{e}_{\boldsymbol{v}}\right)_{t}=\boldsymbol{I}_{\mathcal{T}_{t}}\left(\boldsymbol{\Psi}_{\mathcal{T}_{t}}{ }^{\prime} \boldsymbol{\Psi}_{\mathcal{T}_{t}}\right)^{-1} \boldsymbol{I}_{\mathcal{T}_{t}}{ }^{\prime} \boldsymbol{\Psi} \boldsymbol{v}_{t}$. Recall from the Algorithm that we compute $\hat{\boldsymbol{P}}_{j, 1}$ as the top $r$ eigenvectors of $\frac{1}{\alpha} \sum_{t=\hat{t}_{j}}^{\hat{t}_{j}+\alpha} \hat{\boldsymbol{\ell}}_{t} \hat{\boldsymbol{\ell}}_{t}{ }^{\prime}$. In the notation of Corollary 3.32, $\boldsymbol{y}_{t} \equiv \hat{\boldsymbol{\ell}}_{t}, \boldsymbol{w}_{t} \equiv\left(\boldsymbol{e}_{\boldsymbol{\ell}}\right)_{t}, \boldsymbol{v}_{t} \equiv\left(\boldsymbol{e}_{\boldsymbol{v}}\right)_{t}+\boldsymbol{v}_{t}, \boldsymbol{\ell}_{t} \equiv \boldsymbol{\ell}_{t}, \boldsymbol{M}_{s, t}=-\left(\boldsymbol{\Psi}_{\mathcal{T}_{t}} \boldsymbol{\Psi}_{\mathcal{T}_{t}}\right)^{-1} \boldsymbol{\Psi}_{\mathcal{T}_{t}}{ }^{\prime}$, $\hat{\boldsymbol{P}}=\hat{\boldsymbol{P}}_{j, 1}, \boldsymbol{P}=\boldsymbol{P}_{j}$, and so $\left\|\boldsymbol{M}_{s, t} \boldsymbol{P}\right\|=\left\|\left(\boldsymbol{\Psi}_{\mathcal{T}_{t}} \boldsymbol{\Psi}_{\mathcal{T}_{t}}\right)^{-1} \boldsymbol{\Psi}_{\mathcal{T}_{t}} \boldsymbol{P}_{j}\right\| \leq 1.2\left(\varepsilon+\mathrm{SE}_{j}\right):=q_{0}$. Also, $\lambda_{v}^{+} \equiv 2.2 \lambda_{v}^{+}$since $\mathbb{E}\left[\left(\boldsymbol{e}_{\boldsymbol{v}}\right)_{t}\left(\boldsymbol{e}_{\boldsymbol{v}}\right)_{t}{ }^{\prime}\right] \leq(1.2)^{2} \lambda_{v}^{+}$. And $b \equiv b_{0}$ which is the upper bound on max-outlier-frac-row $(\alpha)$. Applying Corollary 3.32 with $q \equiv q_{0}, b \equiv b_{0}$ and using $\varepsilon_{\mathrm{SE}}=\max \left(q_{0} / 4, \varepsilon\right)$, observe that we require

$$
4 \sqrt{b_{0}} q_{0} f+(2.2)^{2} \lambda_{v}^{+} / \lambda^{-} \leq 0.4 \max \left(q_{0} / 4, \varepsilon\right)
$$

From above, $\max \left(q_{0} / 4, \varepsilon\right)=q_{0} / 4$ (if the max is $\varepsilon$ we stop the tracking). The required bound holds since $q_{0} / 4 \geq \varepsilon>c \sqrt{\lambda_{v}^{+} / \lambda^{-}}$(from Theorem) and $\sqrt{b_{0}}=0.01 / f$. Corollary 3.32 also requires $\alpha \geq \alpha_{*}$ which is defined in it. Our choice of $\alpha=C f^{2} \mu r \log n$ satisfies this since $q_{0}^{2} / \varepsilon_{\mathrm{SE}}^{2}=4^{2}$ and $\left(\lambda_{v}^{+} / \lambda^{-}\right) / \varepsilon_{\mathrm{SE}}^{2}<C$. Thus, by Corollary 3.32 , with probability at least $1-10 n^{-10}, \operatorname{SE}\left(\hat{\boldsymbol{P}}_{j, 1}, \boldsymbol{P}_{j}\right) \leq$ $\max \left(q_{0} / 4, \varepsilon\right)$.

Remark 3.51 (Clarification about conditioning). In the proof above we have used Corollary 3.32 for $\hat{\ell}_{t}$ 's for $t \in \mathcal{J}^{\alpha}:=\left[\hat{t}_{j}, \hat{t}_{j}+\alpha\right)$. This corollary assumes that, for $t \in \mathcal{J}^{\alpha}$, $\boldsymbol{a}_{t}$ 's are mutually independent and $\boldsymbol{M}_{s, t}$ 's are deterministic matrices. Let $\boldsymbol{y}_{\mathrm{old}}:=\left\{\boldsymbol{y}_{1}, \boldsymbol{y}_{2}, \ldots, \boldsymbol{y}_{\hat{t}_{j}-1}\right\}$. We apply Corollary 3.32 conditioned on $\boldsymbol{y}_{\text {old }}$, for a $\boldsymbol{y}_{\text {old }} \in \Gamma_{j, 0}$. Conditioned on $\boldsymbol{y}_{\text {old }}$, clearly, the matrices $\boldsymbol{M}_{s, t}$ used in the proof above are deterministic. Also $\boldsymbol{y}_{\text {old }}$ is independent of the $\boldsymbol{a}_{t}$ 's for $t \in \mathcal{J}^{\alpha}$ and thus, even conditioned on $\boldsymbol{y}_{\text {old }}$, the $\boldsymbol{a}_{t}$ 's for $t \in \mathcal{J}^{\alpha}$ are mutually independent. Corollary 3.32 tells us that, for any $\boldsymbol{y}_{\text {old }} \in \Gamma_{j, 0}$, conditioned on $\boldsymbol{y}_{\text {old }}$, w.p. at least $1-10 n^{-10}, \mathrm{SE}\left(\hat{\boldsymbol{P}}_{j, 1}, \boldsymbol{P}_{j}\right) \leq \max \left(q_{0} / 4, \varepsilon\right)$. Since this holds with the same probability for all $\boldsymbol{y}_{\mathrm{old}} \in \Gamma_{j, 0}$, it also holds with the same probability when we condition on $\Gamma_{j, 0}$. Thus, conditioned on $\Gamma_{j, 0}$, with this probability, $\Gamma_{j, 1}$ holds. An analogous argument also applies for the next proof.

Proof of Lemma 3.45. We first present the proof for the $k=2$ case and then generalize it for an arbitrary $k$. Consider $k=2$. We have conditioned on $\Gamma_{j, 1}$. This implies that $\operatorname{SE}\left(\hat{\boldsymbol{P}}_{j, 1}, \boldsymbol{P}_{j}\right) \leq q_{0} / 4$. We consider the interval $t \in\left[\hat{t}_{j}+\alpha, \hat{t}_{j}+2 \alpha\right)$. For this interval, $\hat{\boldsymbol{P}}_{(t-1)}=\hat{\boldsymbol{P}}_{j, 1}$ and thus $\boldsymbol{\Psi}=$ $\boldsymbol{I}-\hat{\boldsymbol{P}}_{j, 1} \hat{\boldsymbol{P}}_{j, 1}{ }^{\prime}$. Consider any set $\mathcal{T}$ such that $|\mathcal{T}| \leq 2 s$. We have

$$
\begin{aligned}
\left\|\boldsymbol{I}_{\mathcal{T}}{ }^{\prime} \hat{\boldsymbol{P}}_{j, 1}\right\| & \leq\left\|\boldsymbol{I}_{\mathcal{T}^{\prime}}\left(\boldsymbol{I}-\boldsymbol{P}_{j} \boldsymbol{P}_{j}^{\prime}\right) \hat{\boldsymbol{P}}_{j, 1}\right\|+\left\|\boldsymbol{I}_{\mathcal{T}}{ }^{\prime} \boldsymbol{P}_{j} \boldsymbol{P}_{j}^{\prime} \hat{\boldsymbol{P}}_{j, 1}\right\| \\
& \leq \operatorname{SE}\left(\boldsymbol{P}_{j}, \hat{\boldsymbol{P}}_{j, 1}\right)+\left\|\boldsymbol{I}_{\mathcal{T}} \boldsymbol{P}_{j}\right\|=\operatorname{SE}\left(\hat{\boldsymbol{P}}_{j, 1}, \boldsymbol{P}_{j}\right)+\left\|\boldsymbol{I}_{\mathcal{T}} \boldsymbol{P}_{j}\right\|
\end{aligned}
$$

The equality holds since SE is symmetric for subspaces of the same dimension. Using $\operatorname{SE}\left(\hat{\boldsymbol{P}}_{j, 1}, \boldsymbol{P}_{j}\right) \leq$ $\max \left(q_{0} / 4, \varepsilon\right),(3.8)$,

$$
\begin{aligned}
\max _{|\mathcal{T}| \leq 2 s}\left\|\boldsymbol{I}_{\mathcal{T}}{ }^{\prime} \hat{\boldsymbol{P}}_{j, 1}\right\| & \leq \max \left(q_{0} / 4, \varepsilon\right)+\max _{|\mathcal{T}| \leq 2 s}\left\|\boldsymbol{I}_{\mathcal{T}^{\prime}} \boldsymbol{P}_{j}\right\| \\
& \leq \max \left(q_{0} / 4, \varepsilon\right)+0.1
\end{aligned}
$$

By the assumptions of Theorem 3.39, $q_{0} \leq 0.96$ and $\varepsilon \leq 0.2$. Using this and Lemma 3.49,

$$
\begin{aligned}
\delta_{2 s}\left(\boldsymbol{\Psi}_{j}\right) & =\max _{|\mathcal{T}| \leq 2 s}\left\|\boldsymbol{I}_{\mathcal{T}^{\prime}} \hat{\boldsymbol{P}}_{j, 1}\right\|^{2} \leq 0.35^{2}<0.15 \\
& \Longrightarrow\left\|\left(\boldsymbol{\Psi}_{\mathcal{T}_{t}^{\prime}} \boldsymbol{\Psi}_{\mathcal{T}_{t}}\right)^{-1}\right\| \leq 1.2
\end{aligned}
$$

Finally,

$$
\begin{aligned}
\left\|\boldsymbol{b}_{t}\right\|=\left\|\boldsymbol{\Psi}\left(\boldsymbol{\ell}_{t}+\boldsymbol{v}_{t}\right)\right\| & \leq\left\|\left(\boldsymbol{I}-\hat{\boldsymbol{P}}_{j, 1} \hat{\boldsymbol{P}}_{j, 1}{ }^{\prime}\right) \boldsymbol{P}_{j} \boldsymbol{a}_{t}\right\|+\left\|\boldsymbol{v}_{t}\right\| \\
& \leq \max \left(q_{0} / 4, \varepsilon\right) \sqrt{\mu r \lambda^{+}}+\sqrt{r_{v} \lambda_{v}^{+}}
\end{aligned}
$$

The rest of the proof is the same ${ }^{9}$ and this ensures exact support recovery and the expression for $e_{t}$.

Proof of Item 2: Again, updating $\hat{\boldsymbol{P}}_{(t)}$ using $\hat{\boldsymbol{\ell}}_{t}$ 's is a PCA-SDDN problem. We use Corollary 3.32. We compute $\hat{\boldsymbol{P}}_{j, 2}$ as the top $r$ eigenvectors of $\frac{1}{\alpha} \sum_{t=\hat{t}_{j}+\alpha}^{\hat{t}_{j}+2 \alpha-1} \hat{\boldsymbol{\ell}}_{t} \hat{\boldsymbol{l}}_{t}{ }^{\prime}$. From item 1 , $\boldsymbol{e}_{t}$ satisfies (3.7) for this interval. In the notation of Corollary 3.32, $\boldsymbol{y}_{t} \equiv \hat{\boldsymbol{\ell}}_{t}, \boldsymbol{w}_{t} \equiv\left(\boldsymbol{e}_{\boldsymbol{\ell}}\right)_{t}, \boldsymbol{\ell}_{t} \equiv \boldsymbol{\ell}_{t}$, $\boldsymbol{v}_{t} \equiv\left(\boldsymbol{e}_{\boldsymbol{v}}\right)_{t}+\boldsymbol{v}_{t}, \boldsymbol{P} \equiv \boldsymbol{P}_{j}, \hat{\boldsymbol{P}} \equiv \hat{\boldsymbol{P}}_{j, 2}$, and $\boldsymbol{M}_{s, t}=-\left(\boldsymbol{\Psi}_{\mathcal{T}_{t}^{\prime}} \boldsymbol{\Psi}_{\mathcal{T}_{t}}\right)^{-1} \boldsymbol{\Psi}_{\mathcal{T}_{t}^{\prime}} . \quad$ So $\left\|\boldsymbol{M}_{s, t} \boldsymbol{P}_{j}\right\|=$ $\left\|\left(\boldsymbol{\Psi}_{\mathcal{T}_{t}}^{\prime} \boldsymbol{\Psi}_{\mathcal{T}_{t}}\right)^{-1} \boldsymbol{\Psi}_{\mathcal{T}_{t}}^{\prime} \boldsymbol{P}_{j}\right\| \leq 1.2 \max \left(q_{0} / 4, \varepsilon\right):=q_{1}$. Applying Corollary 3.32 with $q \equiv q_{1}, b \equiv b_{0}$ ( $b_{0}$ bounds max-outlier-frac-row $(\alpha)$ ), and setting $\varepsilon_{\text {SE }}=\max \left(q_{1} / 4, \varepsilon\right)$, observe that we require

$$
4 \sqrt{b_{0}} q_{1} f+(2.2)^{2} \lambda_{v}^{+} / \lambda^{-} \leq 0.4 \max \left(q_{1} / 4, \varepsilon\right)
$$

Once again recall that the max is $q_{1} / 4$. The above bound holds since $\sqrt{b_{0}} f \leq 0.01$ and $q_{1} / 4>$ $\varepsilon>\sqrt{\lambda_{v}^{+} / \lambda^{-}}$. Corollary 3.32 also requires $\alpha \geq \alpha_{*}$. Our choice of $\alpha=C f^{2} \mu r \log n$ satisfies this requirement since $q_{1}^{2} / \varepsilon_{\mathrm{SE}}^{2}=4^{2}$ and $\left(\lambda_{v}^{+} / \lambda^{-}\right) / \varepsilon_{\mathrm{SE}}^{2}<C$. Thus, from Corollary 3.32, with probability at least $1-10 n^{-10}, \operatorname{SE}\left(\hat{\boldsymbol{P}}_{j, 2}, \boldsymbol{P}_{j}\right) \leq \max \left(q_{1} / 4, \varepsilon\right)$.
(B) General $k$ : We have conditioned on $\Gamma_{j, k-1}$. This implies that $\operatorname{SE}\left(\hat{\boldsymbol{P}}_{j, k-1}, \boldsymbol{P}_{j}\right) \leq$ $\max \left(q_{k-1} / 4, \varepsilon\right)$. Consider the interval $\left[\hat{t}_{j}+(k-1) \alpha, \hat{t}_{j}+k \alpha\right)$. In this interval, $\hat{\boldsymbol{P}}_{(t-1)}=\hat{\boldsymbol{P}}_{j, k-1}$ and thus $\boldsymbol{\Psi}=\boldsymbol{I}-\hat{\boldsymbol{P}}_{j, k-1} \hat{\boldsymbol{P}}_{j, k-1}{ }^{\prime}$. Using the same idea as for the $k=2$ case, we have that for the

[^18]$k$-th interval, $q_{k-1}=\max \left(0.3^{k-1} q_{0}, \varepsilon\right)$. Pick $\varepsilon_{\text {SE }}=\max \left(q_{k-1} / 4, \varepsilon\right)$. From this it is easy to see that
\[

$$
\begin{aligned}
\delta_{2 s}(\boldsymbol{\Psi}) & \leq\left(\max _{|\mathcal{T}| \leq 2 s}\left\|\boldsymbol{I}_{\mathcal{T}}{ }^{\prime} \hat{\boldsymbol{P}}_{j, k-1}\right\|\right)^{2} \\
& \leq\left(\operatorname{SE}\left(\hat{\boldsymbol{P}}_{j, k-1}, \boldsymbol{P}_{j}\right)+\max _{|\mathcal{T}| \leq 2 s}\left\|\boldsymbol{I}_{\mathcal{T}^{\prime}} \boldsymbol{P}_{j}\right\|\right)^{2} \\
& \stackrel{(a)}{\leq}\left(\operatorname{SE}\left(\hat{\boldsymbol{P}}_{j, k-1}, \boldsymbol{P}_{j}\right)+0.1\right)^{2} \\
& \leq\left[\max \left(0.3^{k-1}\left(\varepsilon+\operatorname{SE}\left(\boldsymbol{P}_{j-1}, \boldsymbol{P}_{j}\right), \varepsilon\right)+0.1\right]^{2}<0.15\right.
\end{aligned}
$$
\]

where (a) follows from (3.8). Also, as before,

$$
\begin{aligned}
& \left\|\boldsymbol{\Psi}\left(\boldsymbol{\ell}_{t}+\boldsymbol{v}_{t}\right)\right\| \leq \operatorname{SE}\left(\hat{\boldsymbol{P}}_{j, k-1}, \boldsymbol{P}_{j}\right)\left\|\boldsymbol{a}_{t}\right\|+\left\|\boldsymbol{v}_{t}\right\| \\
& \leq \max \left(0.3^{k-1}\left(\varepsilon+\operatorname{SE}\left(\boldsymbol{P}_{j-1}, \boldsymbol{P}_{j}\right)\right), \varepsilon\right) \sqrt{\mu r \lambda^{+}}+\sqrt{r_{v} \lambda_{v}^{+}} \\
& \stackrel{(a)}{\leq} \max \left(0.3^{k-1}(\varepsilon+\Delta), \varepsilon\right) \sqrt{\mu r \lambda^{+}}+\sqrt{r_{v} \lambda_{v}^{+}}
\end{aligned}
$$

Proof of Item 2: Again, updating $\hat{\boldsymbol{P}}_{(t)}$ from $\hat{\boldsymbol{\ell}}_{t}$ 's is a problem of PCA in sparse data-dependent noise given in Corollary 3.32. From Item 1 of this lemma we know that, for $t \in\left[\hat{t}_{j}+(k-1) \alpha, \hat{t}_{j}+k \alpha\right]$, $\boldsymbol{e}_{t}$ satisfies (3.7). We update the subspace, $\hat{\boldsymbol{P}}_{j, k}$ as the top $r$ eigenvectors of $\frac{1}{\alpha} \sum_{t=\hat{t}_{j}+(k-1) \alpha}^{\hat{t}_{j}+k \alpha-1} \hat{\boldsymbol{\ell}}_{t} \hat{\boldsymbol{\ell}}_{t}{ }^{\prime}$. In the setting above $\boldsymbol{y}_{t} \equiv \hat{\boldsymbol{\ell}}_{t}, \boldsymbol{w}_{t} \equiv\left(\boldsymbol{e}_{\boldsymbol{\ell}}\right)_{t}, \boldsymbol{\ell}_{t} \equiv \boldsymbol{\ell}_{t}, \boldsymbol{v}_{t} \equiv\left(\boldsymbol{e}_{\boldsymbol{v}}\right)_{t}+\boldsymbol{v}_{t}$, and $\boldsymbol{M}_{s, t}=-\left(\boldsymbol{\Psi}_{\mathcal{T}_{t}} \boldsymbol{\Psi}_{\mathcal{T}_{t}}\right)^{-1} \boldsymbol{\Psi}_{\mathcal{T}_{t}}{ }^{\prime}$, and so $\left\|\boldsymbol{M}_{s, t} \boldsymbol{P}_{j}\right\|=\left\|\left(\boldsymbol{\Psi}_{\mathcal{T}_{t}}{ }^{\prime} \boldsymbol{\Psi}_{\mathcal{T}_{t}}\right)^{-1} \boldsymbol{\Psi}_{\mathcal{T}_{t}}{ }^{\prime} \boldsymbol{P}_{j}\right\| \leq 1.2 \max \left(q_{k-2} / 4, \varepsilon\right):=q_{k-1}$. Applying Corollary 3.32 with $q \equiv q_{k-1}, b \equiv b_{0}\left(b_{0}\right.$ bounds max-outlier-frac-row $\left.(\alpha)\right)$, and setting $\varepsilon_{\mathrm{SE}}=\max \left(q_{k-1} / 4, \varepsilon\right)$, we require $4 \sqrt{b_{0}} q_{k-1} f+\lambda_{v}^{+} / \lambda^{-} \leq 0.4 \max \left(q_{k-1} / 4, \varepsilon\right)$. This holds as explained earlier and hence, by Corollary 3.32 , the result follows.

### 3.6.3 Proof of Lemma 3.48

Proof. Proof of Item 1: We are considering an $\alpha$-consecutive frames interval $\mathcal{J}^{\alpha}$ in $\left[t_{j}, t_{j+1}\right)$ during which $\hat{\boldsymbol{P}}_{(t-1)}=\hat{\boldsymbol{P}}_{j-1}$. Thus $\boldsymbol{\Psi}=\boldsymbol{\Phi}=\boldsymbol{I}-\hat{\boldsymbol{P}}_{j-1} \hat{\boldsymbol{P}}_{j-1}{ }^{\prime}$. Recall from earlier that at all times $t, \hat{\boldsymbol{\ell}}_{t}=\boldsymbol{\ell}_{t}-\boldsymbol{e}_{t}+\boldsymbol{v}_{t}$, where $\boldsymbol{e}_{t}=\left(\boldsymbol{e}_{\ell}\right)_{t}+\left(\boldsymbol{e}_{\boldsymbol{v}}\right)_{t}, \boldsymbol{w}_{t} \equiv\left(\boldsymbol{e}_{\ell}\right)_{t}=\boldsymbol{I}_{\mathcal{T}_{t}}\left(\boldsymbol{\Psi}_{\mathcal{T}_{t}}{ }^{\prime} \boldsymbol{\Psi}_{\mathcal{T}_{t}}\right)^{-1} \boldsymbol{I}_{\mathcal{T}_{t}}{ }^{\prime} \boldsymbol{\Psi} \boldsymbol{\ell}_{t}$ is sparse and data-dependent noise, and $\boldsymbol{v}_{t} \equiv\left(\boldsymbol{e}_{\boldsymbol{v}}\right)_{t}+\boldsymbol{v}_{t}$ is small unstructured noise. As in the earlier proofs, $\boldsymbol{w}_{t}=\left(\boldsymbol{e}_{\boldsymbol{\ell}}\right)_{t}$ can be expressed as $\boldsymbol{w}_{t}=\boldsymbol{I}_{\mathcal{T}_{t}} \boldsymbol{M}_{s, t} \boldsymbol{\ell}_{t}$ where $\boldsymbol{M}_{s, t}=\left(\boldsymbol{\Psi}_{\mathcal{T}_{t}}{ }^{\prime} \boldsymbol{\Psi}_{\mathcal{T}_{t}}\right)^{-1} \boldsymbol{I}_{\mathcal{T}_{t}}{ }^{\prime} \boldsymbol{\Psi}$. Thus,
$q=q_{0}=1.2 \mathrm{SE}\left(\hat{\boldsymbol{P}}_{j-1}, \boldsymbol{P}_{j}\right) \leq 1.2\left(\varepsilon+\mathrm{SE}_{j}\right)$ and $b=b_{0}$. Let

$$
\frac{1}{\alpha} \sum_{t} \boldsymbol{\Phi} \hat{\ell}_{t} \hat{\ell}_{t}^{\prime} \boldsymbol{\Phi}=\frac{1}{\alpha} \sum_{t} \boldsymbol{\Phi} \boldsymbol{\ell}_{t} \ell_{t}^{\prime} \boldsymbol{\Phi}^{\prime}+\boldsymbol{\Phi} \text { noise } \boldsymbol{\Phi}+\boldsymbol{\Phi} \operatorname{cross} \boldsymbol{\Phi}
$$

where noise $=\frac{1}{\alpha} \sum_{t} \boldsymbol{w}_{t} \boldsymbol{w}_{t}^{\prime}+\frac{1}{\alpha} \sum_{t} \boldsymbol{v}_{t} \boldsymbol{v}_{t}^{\prime}$ and cross contains the cross terms. By Weyl's inequality,

$$
\begin{equation*}
\lambda_{\max }\left(\frac{1}{\alpha} \sum_{t \in \mathcal{J}^{\alpha}} \boldsymbol{\Phi} \hat{\ell}_{t} \hat{\ell}_{t}^{\prime} \boldsymbol{\Phi}\right) \geq \lambda_{\max }\left(\frac{1}{\alpha} \sum_{t} \boldsymbol{\Phi} \boldsymbol{\ell}_{t} \boldsymbol{\ell}_{t}^{\prime} \boldsymbol{\Phi}\right)-\|\boldsymbol{\Phi} \operatorname{cross} \boldsymbol{\Phi}\| \tag{3.9}
\end{equation*}
$$

Using Corollary 3.54 from Appendix 3.10, w.p. at least $1-10 n^{-10}$, if $\alpha$ is as given in our Theorem,

$$
\begin{equation*}
\left\|\boldsymbol{\Phi} \operatorname{cross} \boldsymbol{\Phi}^{\prime}\right\| \leq 2.02 \sqrt{b}\left\|\boldsymbol{\Phi} \boldsymbol{P}_{j}\right\| q_{0} \lambda^{+} \tag{3.10}
\end{equation*}
$$

Since $\left\|\boldsymbol{\Phi} \boldsymbol{P}_{j}\right\| \leq q=1.2\left(\varepsilon+\mathrm{SE}_{j}\right)$, using the above two inequalities,

$$
\begin{align*}
& \lambda_{\max }\left(\frac{1}{\alpha} \sum_{t \in \mathcal{J}^{\alpha}} \boldsymbol{\Phi} \hat{\boldsymbol{\ell}}_{t} \hat{\ell}_{t}^{\prime} \boldsymbol{\Phi}\right) \geq \\
& \lambda_{\max }(\underbrace{\frac{1}{\alpha} \sum_{t \in \mathcal{J}^{\alpha}} \boldsymbol{\Phi} \boldsymbol{P}_{j} \boldsymbol{a}_{t} \boldsymbol{a}_{t}^{\prime} \boldsymbol{P}_{j}^{\prime} \boldsymbol{\Phi}}_{\text {Term1 }})-2.02 \sqrt{b}\left(1.2\left(\varepsilon+\mathrm{SE}_{j}\right)^{2}\right) \lambda^{+} \tag{3.11}
\end{align*}
$$

We bound the first term of (3.11), Term1, as follows. Let $\boldsymbol{\Phi} \boldsymbol{P}_{j} \stackrel{Q R}{=} \boldsymbol{E}_{j} \boldsymbol{R}_{j}$ be its reduced QR decomposition. Thus $\boldsymbol{E}_{j}$ is an $n \times r$ matrix with orthonormal columns and $\boldsymbol{R}_{j}$ is an $r \times r$ upper triangular matrix. Let

$$
\boldsymbol{A}:=\boldsymbol{R}_{j}\left(\frac{1}{\alpha} \sum_{t \in \mathcal{J}^{\alpha}} \boldsymbol{a}_{t} \boldsymbol{a}_{t}^{\prime}\right) \boldsymbol{R}_{j}^{\prime}
$$

Observe that Term1 can also be written as

$$
\text { Term1 }=\left[\begin{array}{lll}
\boldsymbol{E}_{j} & \boldsymbol{E}_{j, \perp}
\end{array}\right]\left[\begin{array}{ll}
\boldsymbol{A} & \mathbf{0}  \tag{3.12}\\
\mathbf{0} & \mathbf{0}
\end{array}\right]\left[\begin{array}{c}
\boldsymbol{E}_{j}^{\prime} \\
\boldsymbol{E}_{j, \perp^{\prime}}
\end{array}\right]
$$

and thus $\lambda_{\max }(\boldsymbol{A})=\lambda_{\max }($ Term1 $)$. We work with $\lambda_{\max }(\boldsymbol{A})$ in the sequel. We will use the following simple claim.

Claim 3.52. If $\boldsymbol{X} \succeq 0$ (i.e., $\boldsymbol{X}$ is a p.s.d matrix), where $\boldsymbol{X} \in \mathbb{R}^{r \times r}$, then $\boldsymbol{R} \boldsymbol{X} \boldsymbol{R}^{\prime} \succeq 0$ for all $\boldsymbol{R} \in \mathbb{R}^{r \times r}$.

Proof. Since $\boldsymbol{X}$ is p.s.d., $\boldsymbol{y}^{\prime} \boldsymbol{X} \boldsymbol{y} \geq 0$ for any vector $\boldsymbol{y}$. Use this with $\boldsymbol{y}=\boldsymbol{R}^{\prime} \boldsymbol{z}$ for any $\boldsymbol{z} \in \mathbb{R}^{r}$. We get $\boldsymbol{z}^{\prime} \boldsymbol{R} \boldsymbol{X} \boldsymbol{R}^{\prime} \boldsymbol{z} \geq 0$. Since this holds for all $\boldsymbol{z}, \boldsymbol{R} \boldsymbol{X} \boldsymbol{R}^{\prime} \succeq 0$.

By Lemma 3.55 from Appendix 3.10, with $\epsilon_{0}=0.01 \lambda^{-}$,

$$
\operatorname{Pr}\left(\frac{1}{\alpha} \sum_{t} \boldsymbol{a}_{t} \boldsymbol{a}_{t}^{\prime}-\left(\lambda^{-}-\epsilon_{0}\right) \boldsymbol{I} \succeq 0\right) \geq 1-2 n^{-10}
$$

By Claim 3.52 from above, with probability $1-2 n^{-10}$,

$$
\begin{aligned}
& \boldsymbol{R}_{j}\left(\frac{1}{\alpha} \sum_{t} \boldsymbol{a}_{t} \boldsymbol{a}_{t}^{\prime}-\left(\lambda^{-}-\epsilon_{0}\right) \boldsymbol{I}\right) \boldsymbol{R}_{j}^{\prime} \succeq 0 \\
& \Longrightarrow \lambda_{\min }\left(\boldsymbol{R}_{j}\left(\frac{1}{\alpha} \sum_{t} \boldsymbol{a}_{t} \boldsymbol{a}_{t}^{\prime}-\left(\lambda^{-}-\epsilon_{0}\right) \boldsymbol{I}\right) \boldsymbol{R}_{j}^{\prime}\right) \geq 0
\end{aligned}
$$

Using Weyl's inequality, with the same probability,

$$
\begin{array}{r}
\lambda_{\min }\left(\boldsymbol{R}_{j}\left(\frac{1}{\alpha} \sum_{t} \boldsymbol{a}_{t} \boldsymbol{a}_{t}{ }^{\prime}-\left(\lambda^{-}-\epsilon_{0}\right) \boldsymbol{I}\right) \boldsymbol{R}_{j}{ }^{\prime}\right) \\
\leq \lambda_{\max }\left(\boldsymbol{R}_{j}\left(\frac{1}{\alpha} \sum_{t} \boldsymbol{a}_{t} \boldsymbol{a}_{t}{ }^{\prime}\right) \boldsymbol{R}_{j}{ }^{\prime}\right)-\left(\lambda^{-}-\epsilon_{0}\right) \lambda_{\max }\left(\boldsymbol{R}_{j} \boldsymbol{R}_{j}{ }^{\prime}\right)
\end{array}
$$

and so,

$$
\begin{equation*}
\lambda_{\max }(\boldsymbol{A}) \geq\left(\lambda^{-}-\epsilon_{0}\right) \lambda_{\max }\left(\boldsymbol{R}_{j} \boldsymbol{R}_{j}{ }^{\prime}\right) \tag{3.13}
\end{equation*}
$$

Using Lemma 3.50 and since $\operatorname{SE}\left(\hat{\boldsymbol{P}}_{j-1}, \boldsymbol{P}_{j-1}\right) \leq \varepsilon$ we get

$$
\begin{equation*}
\lambda_{\max }\left(\boldsymbol{R}_{j} \boldsymbol{R}_{j}{ }^{\prime}\right)=\left\|\boldsymbol{R}_{j}\right\|^{2}=\mathrm{SE}^{2}\left(\hat{\boldsymbol{P}}_{j-1}, \boldsymbol{P}_{j}\right) \geq\left(\mathrm{SE}_{j}-2 \varepsilon\right)^{2} \tag{3.14}
\end{equation*}
$$

Thus, combining (3.11), (3.12), (3.13), (3.14), w.p. at least $1-10 n^{-10}$,

$$
\begin{aligned}
& \lambda_{\max }\left(\frac{1}{\alpha} \sum_{t \in \mathcal{J}^{\alpha}} \boldsymbol{\Phi} \hat{\ell}_{t} \hat{\ell}_{t}^{\prime} \boldsymbol{\Phi}\right) \\
\geq & 0.99 \lambda^{-}\left(\mathrm{SE}_{j}-2 \varepsilon\right)^{2}-2.02 \sqrt{b_{0}}\left(1.2\left(\varepsilon+\mathrm{SE}_{j}\right)^{2}\right) \lambda^{+} \\
\geq & 0.99 \lambda^{-} \mathrm{SE}_{j}\left(0.6 \mathrm{SE}_{j}-4.8 \varepsilon\right)=0.59 \lambda^{-} \mathrm{SE}_{j}\left(\mathrm{SE}_{j}-8 \varepsilon\right)
\end{aligned}
$$

In the above, we used $\sqrt{b_{0}} f=0.1$. Since $\mathrm{SE}_{j}>9 \sqrt{f} \varepsilon, 0.59 \lambda^{-} \mathrm{SE}_{j}\left(\mathrm{SE}_{j}-8 \varepsilon\right)>5 \lambda^{+} \varepsilon^{2}>\omega_{\text {evals }}$.

Proof of Item 2: We proceed as in the proof of item 1 except that now $\boldsymbol{\Phi}=\boldsymbol{\Psi}=\boldsymbol{I}-\hat{\boldsymbol{P}}_{j} \hat{\boldsymbol{P}}_{j}^{\prime}$. Thus, $q=q_{K}=\varepsilon$ and $\left\|\boldsymbol{\Phi} \boldsymbol{P}_{j}\right\| \leq q_{K}$. Using Weyl's inequality and Corollary 3.54 from Appendix 3.10, w.p. at least $1-10 n^{-10}$,

$$
\begin{aligned}
& \lambda_{\max }\left(\frac{1}{\alpha} \sum_{t \in \mathcal{J}^{\alpha}} \boldsymbol{\Phi} \hat{\boldsymbol{\ell}}_{t} \hat{\ell}_{t}^{\prime} \boldsymbol{\Phi}\right) \\
& \leq \lambda_{\max }\left(\frac{1}{\alpha} \sum_{t} \boldsymbol{\Phi} \boldsymbol{\ell}_{t} \boldsymbol{\ell}_{t}^{\prime} \boldsymbol{\Phi}\right)+\|\boldsymbol{\Phi} \operatorname{cross} \boldsymbol{\Phi}\|+\lambda_{\max }(\boldsymbol{\Phi} \operatorname{noise} \boldsymbol{\Phi}) \\
& \leq \lambda_{\max }(\underbrace{\frac{1}{\alpha} \sum_{t \in \mathcal{J}^{\alpha}} \boldsymbol{\Phi} \boldsymbol{P}_{j} \boldsymbol{a}_{t} \boldsymbol{a}_{t}^{\prime} \boldsymbol{P}_{j}^{\prime} \boldsymbol{\Phi}}_{\text {Term1 }}) \\
& +2.02 \sqrt{b}\left\|\boldsymbol{\Phi} \boldsymbol{P}_{j}\right\| q_{K} \lambda^{+}+1.01 \sqrt{b} q_{K}^{2} \lambda^{+}+\varepsilon^{2} \lambda^{-}
\end{aligned}
$$

Proceeding as before to bound $\lambda_{\max }\left(\right.$ Term1), define $\boldsymbol{\Phi} \boldsymbol{P}_{j} \stackrel{Q R}{=} \boldsymbol{E}_{j} \boldsymbol{R}_{j}$, define $\boldsymbol{A}$ as before, we know $\lambda_{\max }($ Term1 $)=\lambda_{\max }\left(\boldsymbol{E}_{j}{ }^{\prime}(\operatorname{Term} 1) \boldsymbol{E}_{j}\right)=\lambda_{\max }(\boldsymbol{A})$. Further,

$$
\begin{aligned}
\lambda_{\max }(\boldsymbol{A}) & =\lambda_{\max }\left(\boldsymbol{R}_{j}\left(\frac{1}{\alpha} \sum_{t \in \mathcal{J}^{\alpha}} \boldsymbol{a}_{t} \boldsymbol{a}_{t}^{\prime}\right) \boldsymbol{R}_{j}^{\prime}\right) \\
& \stackrel{(a)}{\leq} \lambda_{\max }\left(\frac{1}{\alpha} \sum_{t \in \mathcal{J}^{\alpha}} \boldsymbol{a}_{t} \boldsymbol{a}_{t}\right) \lambda_{\max }\left(\boldsymbol{R}_{j} \boldsymbol{R}_{j}^{\prime}\right)
\end{aligned}
$$

where (a) uses Ostrowski's theorem [12, Theorem 5.4.9]. We have

$$
\lambda_{\max }\left(\boldsymbol{R}_{j} \boldsymbol{R}_{j}^{\prime}\right)=\sigma_{\max }^{2}\left(\boldsymbol{R}_{j}\right)=\left\|\boldsymbol{\Phi} \boldsymbol{P}_{j}\right\|^{2} \leq \varepsilon^{2}
$$

and we can bound $\lambda_{\max }\left(\frac{1}{\alpha} \sum_{t \in \mathcal{J}^{\alpha}} \boldsymbol{a}_{t} \boldsymbol{a}_{t}{ }^{\prime}\right)$ using the first item of Lemma 3.55. Combining all of the above, and using $\left\|\boldsymbol{\Phi} \boldsymbol{P}_{j}\right\| \leq q_{K} \leq \varepsilon$ and $b_{0} f^{2}=0.01$, w.p. at least $1-10 n^{-10}$,

$$
\lambda_{\max }\left(\frac{1}{\alpha} \sum_{t \in \mathcal{J}^{\alpha}} \boldsymbol{\Phi} \hat{\ell}_{t} \hat{\ell}_{t}^{\prime} \boldsymbol{\Phi}\right) \leq 1.37 \varepsilon^{2} \lambda^{+}
$$

Recall that $\omega_{\text {evals }}=2 \varepsilon^{2} \lambda^{+}$and thus, $1.37 \varepsilon^{2} \lambda^{+}<\omega_{\text {evals }}$.

$$
\bigcirc-\text { GRASTA }-\square \text { ORPCA }-\infty-\text { s-ReProCS }-\triangle \text { NORST }-\oplus \text { Offline-NORST }
$$



| Outlier Model | GRASTA <br> $(0.02 \mathrm{~ms})$ | s-ReProCS <br> $(0.9 \mathrm{~ms})$ | ORPCA <br> $(1.2 \mathrm{~ms})$ | NORST <br> $(\mathbf{0 . 9} \mathbf{~ m s})$ | RPCA-GD <br> $(7.8 \mathrm{~ms})$ | AltProj <br> $(4.6 \mathrm{~ms})$ | smoothing-NORST <br> $(\mathbf{1 . 7 m s})$ |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| Moving Object | 0.630 | 0.598 | 0.861 | $\mathbf{4 . 2 3 \times \mathbf { 1 0 } ^ { - \mathbf { 4 } }}$ | 4.283 | 4.441 | $\mathbf{8 . 2 \times \mathbf { 1 0 } ^ { - \mathbf { 6 } }}$ |
| Bernoulli | 6.163 | 2.805 | 1.072 | $\mathbf{0 . 0 0 2}$ | 0.092 | 0.072 | $\mathbf{2 . 3} \times \mathbf{1 0}^{-\mathbf{4}}$ |

Figure 3.1: Top: Left plot illustrates the $\ell_{t}$ error for outlier supports generated using Moving Object Model and right plot illustrates the error under the Bernoulli model. The values are plotted every $k \alpha-1$ time-frames. Bottom: Comparison of $\|\hat{\boldsymbol{L}}-\boldsymbol{L}\|_{F} /\|\boldsymbol{L}\|_{F}$ for Online and offline RPCA methods. Average time for the Moving Object model is given in parentheses. The offline (batch) methods are performed once on the complete dataset.

### 3.7 Empirical Evaluation

In this section we present numerical experiments on synthetic and real data to validate our theoretical claims. Extra experimental details are presented in the Supplementary Material.

Synthetic Data. First we compare the results of NORST and smoothing-NORST with RST, Online RPCA, and static RPCA methods. We generate the changing subspaces, $\boldsymbol{P}_{j}=e^{\gamma_{j} \boldsymbol{B}_{j}} \boldsymbol{P}_{j-1}$ as done in [11] where $\gamma_{j}$ controls the amount of subspace change and $\boldsymbol{B}_{j}$ 's are skew-symmetric matrices. In the first experiment we used the following parameters. $n=1000, d=12000, J=2, t_{1}=3000$, $t_{2}=8000, r=30, \gamma_{1}=0.001, \gamma_{2}=\gamma_{1}$. We set $\alpha=300$. Next, we generate the coefficients $\boldsymbol{a}_{t} \in \mathbb{R}^{r}$ as independent zero-mean, bounded random variables. They are $\left(\boldsymbol{a}_{t}\right)_{i} \stackrel{i . i . d}{\sim}$ unif $\left[-q_{i}, q_{i}\right]$ where $q_{i}=\sqrt{f}-\sqrt{f}(i-1) / 2 r$ for $i=1,2, \cdots, r-1$ and $q_{r}=1$. thus the condition number is $f$ and we selected $f=50$. For the sparse supports, we considered two models according to which the supports are generated. First we use Model G. 24 [24] which simulates a moving object pacing in the video. For the first $t_{\text {train }}=100$ frames, we used a smaller fraction of outliers with
parameters $s / n=0.01, b_{0}=0.01$. For $t>t_{\text {train }}$ we used $s / n=0.05$ and $b_{0}=0.3$. Secondly, we used the Bernoulli model to simulate sampling uniformly at random, i.e., each entry of the matrix, is independently selected with probability $\rho=0.01$ for the first $t_{\text {train }}$ frames and with probability $\rho=0.3$ for subsequent frames. The sparse outlier magnitudes for both support models are generated uniformly at random from the interval $\left[x_{\min }, x_{\max }\right]$ with $x_{\min }=10$ and $x_{\max }=20$.

We initialized the s-ReProCS and NORST algorithms using AltProj applied to $\boldsymbol{Y}_{\left[1, t_{\text {train }}\right]}$ with $t_{\text {train }}=100$. For the parameters to AltProj we used used the true value of $r, 15$ iterations and a threshold of 0.01 . This, and the choice of $\gamma_{1}$ and $\gamma_{2}$ ensure that $\operatorname{SE}\left(\hat{\boldsymbol{P}}_{\text {init }}, \boldsymbol{P}_{0}\right) \approx \operatorname{SE}\left(\boldsymbol{P}_{1}, \boldsymbol{P}_{0}\right) \approx$ $\mathrm{SE}\left(\boldsymbol{P}_{2}, \boldsymbol{P}_{1}\right) \approx 0.01$. The other algorithm parameters are set as mentioned in the theorem, i.e., $K=$ $\lceil\log (c / \varepsilon)\rceil=8, \alpha=C r \log n=300, \omega=x_{\min } / 2=5$ and $\xi=7 x_{\min } / 15=0.67, \omega_{\text {evals }}=2 \varepsilon^{2} \lambda^{+}=$ $7.5 \times 10^{-4}$. For the other online methods we implement the algorithms without modifications. The regularization parameter for ORPCA was set as with $\lambda_{1}=1 / \sqrt{n}$ and $\lambda_{2}=1 / \sqrt{d}$ according to [9]. Wherever possible we set the tolerance as $10^{-6}$ and 100 iterations to match that of our algorithm. As shown in Fig. 3.1, NORST is significantly better than all the RST methods - s-ReProCS [24], and two popular heuristics - ORPCA [9] and GRASTA [11].

We also provide a comparison of smoothing techniques in Fig 3.1. To ensure a valid time comparison, we implement the static RPCA methods on the entire data matrix $\boldsymbol{Y}$. Although, we could implement the static techniques on disjoint batches of size $\alpha$, we observed that this did not yield significant improvement in terms of reconstruction accuracy, while being considerably slower, and thus we report only the latter setting. As can be seen, smoothing NORST outperforms all static RPCA methods, both for the moving object and the Bernoulli models. For the batch comparison we used PCP, AltProj and RPCA-GD. We set the regularization parameter for PCP $1 / \sqrt{n}$ in accordance with [3]. The other known parameters, $r$ for Alt-Proj, outlier-fraction for RPCA-GD, are set the ground truth. For all algorithms we set the threshold as $10^{-6}$ and the number of iterations to 100. All results are averaged over 100 independent runs.

In Fig. 3.2 we validate our claim of NORST admitting a higher fraction of outliers per row. We only compare with AltProj since it is has the highest tolerance among other methods. We chose 10


Figure 3.2: Empirical probability that $\|\hat{\boldsymbol{L}}-\boldsymbol{L}\|_{F} /\|\boldsymbol{L}\|_{F}<0.5$ for AltProj and for smoothing NORST. Note that NORST indeed has a much higher tolerance to outlier fraction per row as compared to AltProj. Black denotes 0 and white denotes 1.


Figure 3.3: In the above plots we show the variation of the subspace errors for varying $x_{\text {min }}$. In particular, we set all the non-zero outlier values to $x_{\text {min }}$. The results are averaged over 100 independent trials.
different values of each of $r$ and $b_{0}$ (we slightly misuse notation here to let $b_{0}:=$ max-outlier-frac-row for this section only). For each pair of $b_{0}$ and $r$ we implemented NORST and ALtProj over 100 independent trials and computed the relative error, $\|\hat{\boldsymbol{L}}-\boldsymbol{L}\|_{F} /\|L\|_{F}$ for each run. We illustrate the fraction of times the error seen by each algorithm is less than a threshold, 0.5 . We chose this threshold since for smaller values, AltProj consistently failed. As can be seen, NORST is able to tolerate a much larger fraction of outlier-per-row as compared to AltProj.

In the third experiment we analyze the effect of the lower bound on the outlier magnitude $x_{\text {min }}$ with the performance of NORST and AltProj. We show the results in Fig. 3.3. The only change in data generation is that we now choose three different values of $x_{\text {min }}=\{0.5,5,10\}$, and
we set all the non-zero entries of the sparse matrix to be equal to $x_{\text {min }}$. This is actually harder than allowing the sparse outliers to take on any value since for a moderately low value of $x_{\text {min }}$ the outlier-lower magnitude bound of Theorem 3.39 is violated. This is indeed confirmed by the numerical results presented in Fig. 3.3. (i) When $x_{\text {min }}=0.5$, NORST works well since now all the outliers get classified as the small unstructured noise $\boldsymbol{v}_{t}$. (ii) When $x_{\min }=10$, NORST still works well because now $x_{\text {min }}$ is large enough so that the outlier support is mostly correctly recovered. (iii) But when $x_{\text {min }}=5$ the NORST reconstruction error stagnates around $10^{-3}$. All AltProj errors are much worse than those of NORST because the outlier fraction per row is the same as in the first experiment and thus the effect of varying $x_{\min }$ is not pronounced.

Real Data. We also evaluate our algorithm for the task of Background Subtraction. For the AltProj algorithm we set $r=40$. The remaining parameters were used with default setting. For NORST, we set $\alpha=60, K=3, \xi_{t}=\left\|\Psi \hat{\ell}_{t-1}\right\|_{2}$. We found that these parameters work for most videos that we verified our algorithm on. For RPCA-GD we set the "corruption fraction" $\alpha=0.2$ as described in their paper.

We use two standard datasets, the Meeting Room (MR) and the Lobby (LB) sequences. LB is a relatively easy sequence since the background is static for the most part, and the foreground occlusions are small in size. As can be seen from Fig. 3.4 (first two rows), most algorithms perform well on this dataset. MR is a challenging data set since the color of the foreground (person) is very similar to the background curtains, and the size of the object is very large. Thus, NORST is able to outperform all methods, while being fast.

### 3.8 Conclusions and Future Directions

In this work we developed a fast and (nearly) delay optimal robust subspace tracking solution that we called NORST. NORST is a mini-batch algorithm with memory complexity that is also nearly optimal. It detects subspace changes and tracks them to $\varepsilon$ accuracy with a delay that is more than the subspace dimension $r$ by only log factors: the delay is order $r \log n \log (1 / \varepsilon)$. The memory complexity is $n$ times this number while $n r$ is the amount of memory required to store the


Figure 3.4: Comparison of visual performance in Foreground Background separation. The first two rows are for the LB dataset and the last two rows are for the MR dataset. The time taken by each algorithm (per frame) in milliseconds is provided in parenthesis.
output subspace estimate. Our guarantee for NORST needs assumptions similar to those needed by standard robust PCA solutions. Different from standard robust PCA, we need slow subspace change, we replace right singular vectors' incoherence by a statistical version of it, but we need a weaker bound on outlier fractions per row.

Slow subspace change is a natural assumption for background images of static camera videos (with no sudden scene changes). Our statistical assumptions on $\boldsymbol{a}_{t}$ are mild and can be relaxed further. As already explained, the identically distributed requirement can be relaxed. In the video application, the zero mean assumption can be approximately satisfied if we estimate the mean background image by computing the empirical average of the first $t_{\text {train }}$ frames, $\hat{\boldsymbol{L}}_{\left[1: t_{\text {train }}\right]}$, obtained using AltProj. Mutual independence of $\boldsymbol{a}_{t}$ 's models the fact that the changes in each background image w.r.t. a "mean" background are independent, when conditioned on their subspace. This is valid, for example, if the background changes are due to illumination variations or due to moving
curtains (see Fig. 3.4). Mutual independence can be relaxed to instead assuming an autoregressive model on the $\boldsymbol{a}_{t}$ 's: this will require using the matrix Azuma inequality [30] to replace matrix Bernstein. We believe the zero mean requirement can also be eliminated.
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### 3.10 Appendix A: Proofs for Sec. 3.2

### 3.10.1 Proof of Theorem 3.31

Proof of Theorem 3.31. This uses the Davis-Kahan sin theta theorem [7]:
Lemma 3.53 (Davis-Kahan $\sin \theta$ theorem). Let $\boldsymbol{D}_{0}$ be a Hermitian matrix whose span of top $r$ eigenvectors equals $\operatorname{span}(\boldsymbol{P})$. Let $\boldsymbol{D}$ be the Hermitian matrix with top $r$ eigenvectors $\hat{\boldsymbol{P}}$. Then,

$$
\begin{align*}
\mathrm{SE}(\hat{\boldsymbol{P}}, \boldsymbol{P}) & \leq \frac{\left\|\left(\boldsymbol{D}-\boldsymbol{D}_{0}\right) \boldsymbol{P}\right\|}{\lambda_{r}\left(\boldsymbol{D}_{0}\right)-\lambda_{r+1}(\boldsymbol{D})} \\
& \leq \frac{\left\|\boldsymbol{D}-\boldsymbol{D}_{0}\right\|}{\lambda_{r}\left(\boldsymbol{D}_{0}\right)-\lambda_{r+1}\left(\boldsymbol{D}_{0}\right)-\lambda_{\max }\left(\boldsymbol{D}-\boldsymbol{D}_{0}\right)} \tag{3.15}
\end{align*}
$$

as long as the denominator is positive. The second inequality follows from the first using Weyl's inequality.

For our proof, set $\boldsymbol{D}_{0}=\frac{1}{\alpha} \sum_{t} \ell_{t} \ell_{t}{ }^{\prime}$. Notice that this is a Hermitian matrix with $\boldsymbol{P}$ as the top $r$ eigenvectors. Let $\boldsymbol{D}=\frac{1}{\alpha} \sum_{t} \boldsymbol{y}_{t} \boldsymbol{y}_{t}{ }^{\prime}$. Recall that $\hat{\boldsymbol{P}}$ is its matrix of top $r$ eigenvectors. Observe

$$
\begin{aligned}
& \boldsymbol{D}-\boldsymbol{D}_{0}=\frac{1}{\alpha} \sum_{t}\left(\boldsymbol{y}_{t} \boldsymbol{y}_{t}^{\prime}-\boldsymbol{\ell}_{t} \ell_{t}^{\prime}\right) \\
& =\frac{1}{\alpha} \sum_{t}\left(\boldsymbol{w}_{t} \boldsymbol{w}_{t}^{\prime}+\boldsymbol{v}_{t} \boldsymbol{v}_{t}^{\prime}+\boldsymbol{\ell}_{t} \boldsymbol{w}_{t}^{\prime}+\boldsymbol{v}_{t} \boldsymbol{w}_{t}^{\prime}\right. \\
& \left.+\boldsymbol{\ell}_{t} \boldsymbol{v}_{t}^{\prime}+\boldsymbol{w}_{t} \ell_{t}^{\prime}+\boldsymbol{w}_{t} \boldsymbol{v}_{t}^{\prime}+\boldsymbol{v}_{t} \ell_{t}^{\prime}\right) \\
& :=\operatorname{noise}_{\boldsymbol{w}}+\operatorname{noise}_{\boldsymbol{v}_{t}}+\operatorname{cross}_{\ell, \boldsymbol{w}}+\operatorname{cross}_{\ell, \boldsymbol{v}_{t}} \\
& +\operatorname{cross}_{\boldsymbol{v}_{t}, \boldsymbol{w}}+\operatorname{cross}_{\ell, \boldsymbol{w}}^{\prime}+\operatorname{cross}_{\ell, \boldsymbol{v}_{t}}^{\prime}+\operatorname{cross}_{\boldsymbol{v}_{t}, \boldsymbol{w}}^{\prime} \\
& :=\operatorname{noise}^{\prime}+\operatorname{cross}+\operatorname{cross}^{\prime}
\end{aligned}
$$

Also notice that $\lambda_{r+1}\left(\boldsymbol{D}_{0}\right)=0, \lambda_{r}\left(\boldsymbol{D}_{0}\right)=\lambda_{\min }\left(\frac{1}{\alpha} \sum_{t} \boldsymbol{a}_{t} \boldsymbol{a}_{t}{ }^{\prime}\right)$. Now, applying Theorem 3.53,

$$
\mathrm{SE}(\hat{\boldsymbol{P}}, \boldsymbol{P}) \leq \frac{2\|\operatorname{cross}\|+\| \text { noise } \|}{\lambda_{\min }\left(\frac{1}{\alpha} \sum_{t} \boldsymbol{a}_{t} \boldsymbol{a}_{t}^{\prime}\right)-\text { numerator }}
$$

Now, we can bound $\|$ cross $\|\leq\| \mathbb{E}[$ cross $]\|+\|$ cross $-\mathbb{E}[$ cross $] \|$ and similarly for the noise term. We use the Cauchy-Schwartz inequality for bounding the expected values of both.

Recall that $\boldsymbol{M}_{t}=\boldsymbol{M}_{2, t} \boldsymbol{M}_{1, t}$ with $b:=\left\|\frac{1}{\alpha} \sum_{t} \boldsymbol{M}_{2, t} \boldsymbol{M}_{2, t}{ }^{\prime}\right\|$ and $q:=\max _{t}\left\|\boldsymbol{M}_{1, t} \boldsymbol{P}\right\|$ with $q<2$. Thus,

$$
\begin{align*}
& \| \mathbb{E}[\text { noise }]\|\leq\| \frac{1}{\alpha} \sum_{t} \boldsymbol{M}_{t} \boldsymbol{P} \boldsymbol{\Lambda} \boldsymbol{P}^{\prime} \boldsymbol{M}_{1, t}{ }^{\prime} \boldsymbol{M}_{2, t}{ }^{\prime}\|+\| \Sigma_{\boldsymbol{v}_{t}} \| \\
& \leq \sqrt{\left\|\frac{1}{\alpha} \sum_{t} \boldsymbol{M}_{t} \boldsymbol{P} \boldsymbol{\Lambda} \boldsymbol{P}^{\prime} \boldsymbol{M}_{1, t^{\prime}}(\cdot)^{\prime}\right\|\left\|\frac{1}{\alpha} \sum_{t} \boldsymbol{M}_{2, t} \boldsymbol{M}_{2, t^{\prime}}\right\|}+\lambda_{v}^{+} \\
& \leq \sqrt{\max _{t} \| \boldsymbol{M}_{t} \boldsymbol{P} \boldsymbol{\Lambda} \boldsymbol{P}^{\prime} \boldsymbol{M}_{1, t^{\prime} \|^{2}}}+\lambda_{v}^{+} \leq \sqrt{b} q^{2} \lambda^{+}+\lambda_{v}^{+} \tag{3.16}
\end{align*}
$$

Similarly,

$$
\begin{align*}
& \left\|\mathbb{E}\left[\operatorname{cross}_{\ell, \boldsymbol{w}_{t}}\right]\right\|=\left\|\frac{1}{\alpha} \sum_{t} \boldsymbol{M}_{2, t} \boldsymbol{M}_{1, t} \boldsymbol{P} \boldsymbol{\Lambda} \boldsymbol{P}^{\prime}\right\| \\
& \leq \sqrt{\left\|\frac{1}{\alpha} \sum_{t} \boldsymbol{P} \boldsymbol{\Lambda} \boldsymbol{P}^{\prime} \boldsymbol{M}_{1, t} \boldsymbol{M}_{1, t} \boldsymbol{P} \boldsymbol{\Lambda} \boldsymbol{P}^{\prime}\right\|\left\|\frac{1}{\alpha} \sum_{t} \boldsymbol{M}_{2, t} \boldsymbol{M}_{2, t^{\prime}}\right\|} \\
& \leq \sqrt{\max _{t}\left\|\boldsymbol{M}_{1, t} \boldsymbol{P} \boldsymbol{\Lambda} \boldsymbol{P}^{\prime}\right\|^{2} b} \leq \sqrt{b} q \lambda^{+} \tag{3.17}
\end{align*}
$$

Since $\boldsymbol{v}_{t}$ is uncorrelated noise, $\mathbb{E}\left[\operatorname{cross}_{\ell}^{\ell}, \boldsymbol{v}_{t}\right]=0$ and $\mathbb{E}\left[\operatorname{cross}_{\boldsymbol{w}_{t}, \boldsymbol{v}_{t}}\right]=0$. We now lower bound $\lambda_{\text {min }}\left(\frac{1}{\alpha} \sum_{t} \boldsymbol{a}_{t} \boldsymbol{a}_{t}{ }^{\prime}\right)$ as

$$
\begin{aligned}
\lambda_{\min }\left(\frac{1}{\alpha} \sum_{t} \boldsymbol{a}_{t} \boldsymbol{a}_{t}^{\prime}\right) & =\lambda_{\min }\left(\boldsymbol{\Lambda}-\left(\frac{1}{\alpha} \sum_{t} \boldsymbol{a}_{t} \boldsymbol{a}_{t}^{\prime}-\boldsymbol{\Lambda}\right)\right) \\
& \geq \lambda_{\min }(\boldsymbol{\Lambda})-\lambda_{\max }\left(\frac{1}{\alpha} \sum_{t} \boldsymbol{a}_{t} \boldsymbol{a}_{t}^{\prime}-\boldsymbol{\Lambda}\right) \\
& \geq \lambda^{-}-\left\|\frac{1}{\alpha} \sum_{t} \boldsymbol{a}_{t} \boldsymbol{a}_{t}^{\prime}-\boldsymbol{\Lambda}\right\|
\end{aligned}
$$

and thus we have

$$
\begin{aligned}
& \operatorname{SE}(\hat{\boldsymbol{P}}, \boldsymbol{P}) \\
& \leq \frac{4 \sqrt{b} q \lambda^{+}+\lambda_{v}^{+}+2 \| \text { cross }-\mathbb{E}[\text { cross }]\|+\| \text { noise }-\mathbb{E}[\text { noise }] \|}{\lambda^{-}-\left\|\frac{1}{\alpha} \sum_{t} \boldsymbol{a}_{t} \boldsymbol{a}_{t}^{\prime}-\boldsymbol{\Lambda}\right\|-\text { numerator }}
\end{aligned}
$$

Concentration bounds. Now we only need to bound $\|$ noise $-\mathbb{E}[$ noise $] \|$ and $\|$ cross $-\mathbb{E}[$ cross $] \|$. These are often referred to as "statistical error", while the error due to nonzero $\| \mathbb{E}[$ cross $] \|$ or $\| \mathbb{E}[$ noise $] \|$ is called the "bias". We use concentration bounds from Lemma 3.55.

$$
\begin{aligned}
& \| \text { noise }-\mathbb{E}[\text { noise }]\|+2\| \text { cross }-\mathbb{E}[\text { cross }] \| \\
\leq & \left.\left.\| \frac{1}{\alpha} \sum_{t}\left(\boldsymbol{w}_{t} \boldsymbol{w}_{t}^{\prime}-\mathbb{E}\left[\boldsymbol{w}_{t} \boldsymbol{w}_{t}^{\prime}\right]\right)\right]\|+\| \frac{1}{\alpha} \sum_{t}\left(\boldsymbol{v}_{t} \boldsymbol{v}_{t}^{\prime}-\mathbb{E}\left[\boldsymbol{v}_{t} \boldsymbol{v}_{t}^{\prime}\right]\right)\right] \| \\
& \left.+2 \| \frac{1}{\alpha} \sum_{t}\left(\boldsymbol{\ell}_{t} \boldsymbol{w}_{t}^{\prime}-\mathbb{E}\left[\boldsymbol{\ell}_{t} \boldsymbol{w}_{t}^{\prime}\right]\right)\right] \| \\
& +2\left\|\frac{1}{\alpha} \sum_{t} \boldsymbol{\ell}_{t} \boldsymbol{v}_{t}^{\prime}\right\| \\
\leq & C \sqrt{\eta} q^{2} f \sqrt{\frac{r \log n}{\alpha}} \lambda^{-}+C \sqrt{\alpha} \sum_{t} \boldsymbol{w}_{t} \boldsymbol{v}_{t}^{\prime} \| \\
& +C \sqrt{\eta} q f \sqrt{\frac{\lambda_{v}^{+}}{\lambda^{-}}} \sqrt{\frac{r \log n}{\alpha}} \lambda^{-} \\
& +C \sqrt{\eta} \sqrt{\frac{\lambda_{v}^{+}}{\lambda^{-}} f} \sqrt{\frac{r \log n}{\alpha}} \lambda^{-}+C \sqrt{\eta} q \sqrt{\frac{\lambda_{v}^{+}}{\lambda^{-}}} f \sqrt{\frac{r \log n}{\alpha}} \lambda^{-} \\
\leq & C \sqrt{\eta} q f \sqrt{\frac{r \log n}{\alpha}} \lambda^{-}+C \sqrt{\eta} \sqrt{\frac{\lambda_{v}^{+}}{\lambda^{-}}} f \sqrt{\frac{r \log n}{\alpha}} \lambda^{-}:=H(\alpha) \lambda^{-}
\end{aligned}
$$

where the last line follows from using $q^{2}<2 q$ and $\lambda_{v}^{+} \leq \lambda^{+}$.

In case we only need to bound $\|$ noise $-\mathbb{E}[$ noise $] \|$, we can get a tighter bound that contains only the first two terms and not all five. Clearly, we have

$$
\begin{aligned}
& \| \text { noise }-\mathbb{E}[\text { noise }] \| \\
& \leq C \sqrt{\eta} q^{2} f \sqrt{\frac{r \log n}{\alpha}} \lambda^{-}+C \sqrt{\eta} \frac{\lambda_{v}^{+}}{\lambda^{-}} \sqrt{\frac{r \log n}{\alpha}} \lambda^{-}+ \\
& :=H_{\text {noise }}(\alpha)
\end{aligned}
$$

The bound on $\left\|\frac{1}{\alpha} \sum_{t} \boldsymbol{a}_{t} \boldsymbol{a}_{t}^{\prime}-\boldsymbol{\Lambda}\right\|_{2}$ follows directly from the first item of Lemma 3.55.

### 3.10.2 A useful corollary that follows from above proof

From the above proof, we can write out a bound for $\left\|\boldsymbol{\Phi} \operatorname{cross} \boldsymbol{\Phi}^{\prime}\right\|$ for a projection matrix $\boldsymbol{\Phi}$ by noticing that each term of cross is of the form $\sum_{t} \boldsymbol{\ell}_{t}(.)^{\prime}=\boldsymbol{P} \sum_{t} \boldsymbol{a}_{t}(.)^{\prime}$. Thus $\| \boldsymbol{P}^{\prime}$ cross $\|=\| \operatorname{cross} \|$. Thus, $\| \boldsymbol{\Phi}$ cross $\boldsymbol{\Phi}^{\prime}\|\leq\| \boldsymbol{\Phi} \boldsymbol{P}\| \|$ cross $\|\leq\| \boldsymbol{\Phi} \boldsymbol{P} \|(\| \mathbb{E}[$ cross $]\|+\|$ cross $-\mathbb{E}[$ cross $] \|)$. Similarly, we can also get a bound on $\lambda_{\max }($ noise $)=\|$ noise $\|$.

Assume $b=0.01 / f^{2}, q>\varepsilon>\sqrt{g} . \quad$ Consider cross. If $\alpha \geq$ $C \max \left(\frac{q^{2} f^{2}}{\epsilon_{1}^{2}} r \log n, \frac{g f}{\epsilon_{1}^{2}} \max \left(r_{v}, r\right) \log n\right)$, then $H(\alpha) \leq \epsilon_{1} \lambda^{-}$. If we set $\epsilon_{1}=0.002 \max (\sqrt{b} q, \sqrt{b} \varepsilon)$ and $b=0.01 / f^{2}$ (bound on max-outlier-frac-row $(\alpha)$ ), then, since $\varepsilon>\sqrt{g}, \alpha=C f^{2} \max \left(r_{v}, r\right) \log n$ suffices. Since $q \geq \varepsilon$, then, $\epsilon_{1}=0.002 \sqrt{b} q$. Thus,

$$
\left\|\boldsymbol{\Phi} \operatorname{cross} \boldsymbol{\Phi}^{\prime}\right\| \leq\|\boldsymbol{\Phi} \boldsymbol{P}\|\left(2 \sqrt{b} q \lambda^{+}+H(\alpha) \lambda^{-}\right) \leq 2.02 \sqrt{b}\|\boldsymbol{\Phi} \boldsymbol{P}\| q \lambda^{+}
$$

Consider noise. We will use $H_{\text {noise }}(\alpha)$ for this. If $\alpha>C \max \left(\frac{q^{4} f^{2}}{\epsilon_{2}^{2}} r \log n, \frac{g^{2}}{\epsilon_{2}^{2}} \max \left(r_{v}, r\right) \log n\right)$, then $H_{\text {noise }}(\alpha) \leq \epsilon_{2} \lambda^{-}$. If we set $\epsilon_{2}=0.002 \sqrt{b} \max \left(q^{2}, \varepsilon^{2}\right)$, then since $\varepsilon^{4}>g^{2}$, thus, $\alpha=$ $C f^{2} \max \left(r_{v}, r\right) \log n$ suffices. Since $q>\varepsilon, \epsilon_{2}=0.002 \sqrt{b} q^{2}$. We have the following corollary.

Corollary 3.54. If $\alpha=C f^{2} \max \left(r_{v}, r\right) \log n$, and if $q \geq \varepsilon>\sqrt{g}$, then, w.p. $1-10 n^{-10}$,

$$
\begin{aligned}
\left\|\boldsymbol{\Phi} \operatorname{cross} \boldsymbol{\Phi}^{\prime}\right\| & \leq\|\boldsymbol{\Phi} \boldsymbol{P}\|\left(2 \sqrt{b} q \lambda^{+}+H(\alpha) \lambda^{-}\right) \\
& \leq 2.02 \sqrt{b}\|\boldsymbol{\Phi} \boldsymbol{P}\| q \lambda^{+} \\
\lambda_{\max }(\boldsymbol{\Phi} \text { noise } \boldsymbol{\Phi}) \leq \| \text { noise } \| & \leq \sqrt{b} q^{2} \lambda^{+}+\lambda_{v}^{+}+H(\alpha) \lambda^{-} \\
& \leq 1.01 \sqrt{b} q^{2} \lambda^{+}+\lambda_{v}^{+} \\
& \leq 1.01 \sqrt{b} q^{2} \lambda^{+}+\varepsilon^{2} \lambda^{-}
\end{aligned}
$$

### 3.10.3 Main idea of the proof of Corollary 3.43

The key difference in this proof is our choice of $\boldsymbol{D}_{0}$. Since we want to bound $\operatorname{SE}(\hat{\boldsymbol{P}}, \boldsymbol{P})$, we need to pick it in such a way that its matrix of top $r$ singular vectors equals $\operatorname{span}(\boldsymbol{P})$. We pick

$$
\boldsymbol{D}_{0}=\frac{1}{\alpha} \boldsymbol{P}\left(\left(\alpha-\alpha_{0}\right) \boldsymbol{\Lambda}+\alpha_{0} \boldsymbol{P}^{\prime} \boldsymbol{P}_{0} \boldsymbol{\Lambda} \boldsymbol{P}_{0}^{\prime} \boldsymbol{P}\right) \boldsymbol{P}^{\prime}
$$

Clearly, $\lambda_{r+1}\left(\boldsymbol{D}_{0}\right)=0$. With this choice of $\boldsymbol{D}_{0}$,

$$
\begin{aligned}
\boldsymbol{D}-\boldsymbol{D}_{0} & =\text { cross }+ \text { cross }^{\prime}+\text { noise } \\
& +\left(\frac{1}{\alpha} \sum_{t} \ell_{t} \ell_{t}^{\prime}-\mathbb{E}\left[\frac{1}{\alpha} \sum_{t} \ell_{t} \ell_{t}^{\prime}\right]\right)+\left(\mathbb{E}\left[\frac{1}{\alpha} \sum_{t} \ell_{t} \ell_{t}^{\prime}\right]-\boldsymbol{D}_{0}\right)
\end{aligned}
$$

where cross, noise are as defined earlier with the change that $\ell_{t}$ is now defined differently. Thus, the only thing that changes when bounding these is our definition of $q$. The last term in the expression above equals $c_{0} \boldsymbol{P}_{\perp} \boldsymbol{P}_{\perp}^{\prime} \boldsymbol{P}_{0} \boldsymbol{\Lambda} \boldsymbol{P}_{0}^{\prime} \boldsymbol{P}_{\perp} \boldsymbol{P}_{\perp}{ }^{\prime}+c_{0} \boldsymbol{P}_{\perp} \boldsymbol{P}_{\perp}^{\prime} \boldsymbol{P}_{0} \boldsymbol{\Lambda} \boldsymbol{P}_{0}^{\prime} \boldsymbol{P} \boldsymbol{P}^{\prime}+(.)^{\prime}$ with $c_{0}:=\frac{\alpha_{0}}{\alpha}$. This is what generates the extra $4 \Delta f$ term in our SE bound. A complete proof is provided in the Appendix.

### 3.10.4 Concentration Bounds

We state the lemma below so that it can also be used in proving the most general PCA result given in the Supplement. Let $\boldsymbol{\Lambda}_{t}=\mathbb{E}\left[\boldsymbol{a}_{t} \boldsymbol{a}_{t}{ }^{\prime}\right], \overline{\boldsymbol{\Lambda}}=\frac{1}{\alpha} \sum_{t} \boldsymbol{\Lambda}_{t}, \lambda_{\max }^{+}:=\max _{t}\left\|\boldsymbol{\Lambda}_{t}\right\|, \lambda_{\text {avg }}^{-}=\lambda_{\min }(\overline{\boldsymbol{\Lambda}})$, $f=\lambda_{\text {max }}^{+} / \lambda_{\text {avg }}^{-}, \lambda_{v, \text { max }}^{+}:=\max _{t}\left\|\mathbb{E}\left[\boldsymbol{v}_{t} \boldsymbol{v}_{t}{ }^{\prime}\right]\right\|$ and $g=\lambda_{v, \text { max }}^{+} / \lambda_{\text {avg }}^{-}$.

To use the lemma under the simpler i.i.d. assumption used in the main paper, remove the max ,avg subscripts from all terms, e.g., replace $\lambda_{\max }^{+}$by $\lambda^{+}, \lambda_{\text {avg }}^{-}$by $\lambda^{-}$and so on.

Lemma 3.55. With probability at least $1-10 n^{-10}$,

$$
\begin{aligned}
& \left\|\frac{1}{\alpha} \sum_{t} \boldsymbol{a}_{t} \boldsymbol{a}_{t}^{\prime}-\overline{\boldsymbol{\Lambda}}\right\| \leq C \sqrt{\eta} f \sqrt{\frac{r \log n}{\alpha}} \lambda_{\text {avg }}^{-}, \\
& \left\|\frac{1}{\alpha} \sum_{t} \boldsymbol{e}_{t} \boldsymbol{w}_{t}^{\prime}-\frac{1}{\alpha} \mathbb{E}\left[\sum_{t} \ell_{t} \boldsymbol{w}_{t}^{\prime}\right]\right\|_{2} \leq C \sqrt{\eta} q f \sqrt{\frac{r \log n}{\alpha}} \lambda_{\text {avg }}^{-} \\
& \left\|\frac{1}{\alpha} \sum_{t} \boldsymbol{w}_{t} \boldsymbol{w}_{t}^{\prime}-\frac{1}{\alpha} \mathbb{E}\left[\sum_{t} \boldsymbol{w}_{t} \boldsymbol{w}_{t}^{\prime}\right]\right\|_{2} \leq C \sqrt{\eta} q^{2} f \sqrt{\frac{r \log n}{\alpha}} \lambda_{\text {avg }}^{-} \\
& \left\|\frac{1}{\alpha} \sum_{t} \boldsymbol{e}_{t} \boldsymbol{v}_{t}^{\prime}\right\|_{2} \leq C \sqrt{\eta} \sqrt{g f} \sqrt{\frac{\max \left(r_{v}, r\right) \log n}{\alpha}} \lambda_{\text {avg }}^{-} \\
& \left\|\frac{1}{\alpha} \sum_{t} \boldsymbol{w}_{t} \boldsymbol{v}_{t}^{\prime}\right\|_{2} \leq C \sqrt{\eta} q \sqrt{g f} \sqrt{\frac{\max \left(r_{v}, r\right) \log n}{\alpha}} \lambda_{\text {avg }}^{-} \\
& \left\|\frac{1}{\alpha} \sum_{t} \boldsymbol{v}_{t} \boldsymbol{v}_{t}^{\prime}-\frac{1}{\alpha} \mathbb{E}\left[\sum_{t} \boldsymbol{v}_{t} \boldsymbol{v}_{t}^{\prime}\right]\right\|_{2} \leq C \sqrt{\eta} g \sqrt{\frac{r_{v} \log n}{\alpha}} \lambda_{\text {avg }}^{-}
\end{aligned}
$$

Proof of Lemma 3.55. $\boldsymbol{a}_{t} \boldsymbol{a}_{t}{ }^{\prime}$ term. This and all other items use Matrix Bernstein for rectangular matrices, Theorem 1.6 of [31]. This says the following. For a finite sequence of $d_{1} \times d_{2}$ zero mean independent matrices $\boldsymbol{Z}_{k}$ with

$$
\begin{aligned}
& \left\|\boldsymbol{Z}_{k}\right\|_{2} \leq R, \text { and } \\
& \max \left(\left\|\sum_{k} \mathbb{E}\left[\boldsymbol{Z}_{k}^{\prime} \boldsymbol{Z}_{k}\right]\right\|_{2},\left\|\sum_{k} \mathbb{E}\left[\boldsymbol{Z}_{k} \boldsymbol{Z}_{k}^{\prime}\right]\right\|_{2}\right) \leq \sigma^{2},
\end{aligned}
$$

we have $\operatorname{Pr}\left(\left\|\sum_{k} \boldsymbol{Z}_{k}\right\|_{2} \geq s\right) \leq\left(d_{1}+d_{2}\right) \exp \left(-\frac{s^{2} / 2}{\sigma^{2}+R s / 3}\right) \leq\left(d_{1}+d_{2}\right) \exp \left(-c \min \left(\frac{s^{2}}{2 \sigma^{2}}, \frac{3 s}{2 R}\right)\right)$. Let $\tilde{\boldsymbol{Z}}_{t}:=\boldsymbol{a}_{t} \boldsymbol{a}_{t}{ }^{\prime}$ and we apply the above result to $\boldsymbol{Z}_{t}=\tilde{\boldsymbol{Z}}_{t}-\mathbb{E}\left[\tilde{\boldsymbol{Z}}_{t}\right]$. with $s=\epsilon \alpha$. Now it is easy to see that $\left\|\boldsymbol{Z}_{t}\right\| \leq 2\left\|\boldsymbol{a}_{t} \boldsymbol{a}_{t}^{\prime}\right\| \leq 2\left\|\boldsymbol{a}_{t}\right\|_{2}^{2} \leq 2 \eta r \lambda_{\max }^{+}:=R$ and similarly, $\left\|\mathbb{E}\left[\boldsymbol{Z}_{t}^{2}\right]\right\|=$ $\left\|\mathbb{E}\left[\left\|\boldsymbol{a}_{t}\right\|_{2}^{2} \boldsymbol{a}_{t} \boldsymbol{a}_{t}^{\prime}\right]\right\| \leq \alpha \cdot \max _{\boldsymbol{a}_{t}}\left\|\boldsymbol{a}_{t}\right\|_{2}^{2} \cdot \max _{t} \mathbb{E}\left[\boldsymbol{a}_{t} \boldsymbol{a}_{t}^{\prime}\right] \leq \alpha \eta r\left(\lambda_{\max }^{+}\right)^{2}:=\sigma^{2}$ and thus, w.p. at most $2 r \exp \left(-c \min \left(\frac{\epsilon^{2} \alpha}{r\left(\lambda_{\max }^{+}\right)^{2}}, \frac{\epsilon^{2} d}{r \lambda_{\max \epsilon} \epsilon}\right)\right)$. Now we set $\epsilon=\epsilon_{5} \lambda_{\min }^{-}$with $\epsilon_{5}=C \sqrt{\eta} f \sqrt{\frac{r \log n}{\alpha}}$ to get our result.
$\boldsymbol{\ell}_{t} \boldsymbol{w}_{t}^{\prime}$ term. Let $\boldsymbol{Z}_{t}:=\boldsymbol{\ell}_{t} \boldsymbol{w}_{t}{ }^{\prime}$. We apply this result to $\tilde{\boldsymbol{Z}}_{t}:=\boldsymbol{Z}_{t}-\mathbb{E}\left[\boldsymbol{Z}_{t}\right]$ with $s=\epsilon \alpha$. To get the values of $R$ and $\sigma^{2}$ in a simple fashion, we use the facts that (i) if $\left\|\boldsymbol{Z}_{t}\right\|_{2} \leq R_{1}$, then $\left\|\tilde{\boldsymbol{Z}}_{t}\right\| \leq 2 R_{1}$;
and (ii) $\sum_{t} \mathbb{E}\left[\tilde{\boldsymbol{Z}}_{t} \tilde{\boldsymbol{Z}}_{t}^{\prime}\right] \preccurlyeq \sum_{t} \mathbb{E}\left[\boldsymbol{Z}_{t} \boldsymbol{Z}_{t}^{\prime}\right]$. Thus, we can set $R$ to two times the bound on $\left\|\boldsymbol{Z}_{t}\right\|_{2}$ and we can set $\sigma^{2}$ as the maximum of the bounds on $\left\|\sum_{t} \mathbb{E}\left[\boldsymbol{Z}_{t} \boldsymbol{Z}_{t}^{\prime}\right]\right\|_{2}$ and $\left\|\sum_{t} \mathbb{E}\left[\boldsymbol{Z}_{t}^{\prime} \boldsymbol{Z}_{t}\right]\right\|_{2}$.

It is easy to see that $R=2 \sqrt{\eta r \lambda_{\max }^{+}} \sqrt{\eta r q^{2} \lambda_{\max }^{+}}=2 \eta r q \lambda_{\max }^{+}$. To get $\sigma^{2}$, observe that

$$
\begin{aligned}
\left\|\sum_{t} \mathbb{E}\left[\boldsymbol{w}_{t} \ell_{t}^{\prime} \ell_{t} \boldsymbol{w}_{t}^{\prime}\right]\right\|_{2} & \leq \alpha\left(\max _{\ell_{t}}\left\|\ell_{t}\right\|^{2}\right) \cdot \max _{t}\left\|\mathbb{E}\left[\boldsymbol{w}_{t} \boldsymbol{w}_{t}^{\prime}\right]\right\| \\
& \leq \alpha \eta r \lambda_{\max }^{+} \cdot q^{2} \lambda^{+}=\alpha \eta r q^{2}\left(\lambda_{\max }^{+}\right)^{2} .
\end{aligned}
$$

Repeating the above steps, we get the same bound on $\left\|\sum_{t} \mathbb{E}\left[\boldsymbol{Z}_{t} \boldsymbol{Z}_{t}{ }^{\prime}\right]\right\|_{2}$. Thus, $\sigma^{2}=\alpha \eta r q^{2}\left(\lambda_{\max }^{+}\right)^{2}$.
Thus, we conclude that, $\left\|\sum_{t} \ell_{t} \boldsymbol{w}_{t}^{\prime}-\mathbb{E}\left[\sum_{t} \ell_{t} \boldsymbol{w}_{t}^{\prime}\right]\right\|_{2} \geq \epsilon \alpha$ w.p. at most $2 n \exp \left(-c \min \left(\frac{\epsilon^{2} \alpha}{\eta r q^{2}\left(\lambda_{\max }^{+}\right)^{2}}, \frac{\epsilon \alpha}{\eta r q \lambda_{\max }^{+}}\right)\right)$Set $\epsilon=\epsilon_{0} \lambda^{-}$with $\epsilon_{0}=c q f \sqrt{\frac{r \log n}{\alpha}}$ so that our bound holds w.p. at most $2 n^{-10}$. This follows because $\alpha \geq C f^{2} r \log n$.
$\boldsymbol{w}_{t} \boldsymbol{w}_{t}^{\prime}, \ell_{t} \boldsymbol{v}_{t}^{\prime}, \boldsymbol{w}_{t} \boldsymbol{v}_{t}^{\prime}$ and $\boldsymbol{v}_{t} \boldsymbol{v}_{t}^{\prime}$ terms. Apply matrix Bernstein as done above.

### 3.11 Appendix B: Proof of Theorem 3.39 and Corollary 3.40

Proof of Theorem 3.39. The overall structure of this proof is similar to that in [19, 39]. Define

$$
\hat{t}_{j-1, f i n}:=\hat{t}_{j-1}+K \alpha, t_{j, *}=\hat{t}_{j-1, f i n}+\left\lceil\frac{t_{j}-\hat{t}_{j-1, f i n}}{\alpha}\right\rceil \alpha
$$

Thus, $\hat{t}_{j-1, f i n}$ is the time at which the $(j-1)$-th subspace update is complete; w.h.p., this occurs before $t_{j}$. With this assumption, $t_{j, *}$ is such that $t_{j}$ lies in the interval $\left[t_{j, *}-\alpha+1, t_{j, *}\right]$.
Recall from the algorithm that we increment $j$ to $j+1$ at $t=\hat{t}_{j}+K \alpha:=\hat{t}_{j, f i n}$. Define the events

1. $\operatorname{Det} 0:=\left\{\hat{t}_{j}=t_{j, *}\right\}=\left\{\lambda_{\max }\left(\frac{1}{\alpha} \sum_{t=t_{j, *}-\alpha+1}^{t_{j, *}} \Phi \hat{\ell}_{t} \hat{\ell}_{t}^{\prime} \Phi\right)>\omega_{\text {evals }}\right\}$ and Det1 $:=\left\{\hat{t}_{j}=t_{j, *}+\alpha\right\}=\left\{\lambda_{\max }\left(\frac{1}{\alpha} \sum_{t=t_{j, *}+1}^{t_{j, *}} \boldsymbol{\Phi} \hat{\ell}_{\ell} \hat{\ell}_{t}^{\prime} \boldsymbol{\Phi}\right)>\omega_{\text {evals }}\right\}$,
2. $\operatorname{SubUpd}:=\cap_{k=1}^{K} \operatorname{SubUpd}_{k}$ where $\operatorname{SubUpd}_{k}:=\left\{\operatorname{SE}\left(\hat{\boldsymbol{P}}_{j, k}, \boldsymbol{P}_{j}\right) \leq q_{k}\right\}$,
3. NoFalseDets $:=\left\{\right.$ for all $\left.\mathcal{J}^{\alpha} \subseteq\left[\hat{t}_{j, \text { fin }}, t_{j+1}\right), \lambda_{\max }\left(\frac{1}{\alpha} \sum_{t \in \mathcal{J}}{ }^{\alpha} \boldsymbol{\Phi} \hat{\ell}_{t} \hat{\ell}_{t}^{\prime} \boldsymbol{\Phi}\right) \leq \omega_{\text {evals }}\right\}$
4. $\Gamma_{0, \text { end }}:=\left\{\operatorname{SE}\left(\hat{\boldsymbol{P}}_{0}, \boldsymbol{P}_{0}\right) \leq 0.25\right\}$,
5. $\Gamma_{j, \text { end }}:=\Gamma_{j-1, \text { end }} \cap(($ Det0 $\cap$ SubUpd $\cap$ NoFalseDets $) \cup(\overline{\operatorname{Det} 0} \cap$ Det1 $\cap$ SubUpd $\cap$ NoFalseDets $))$.

Let $p_{0}$ denote the probability that, conditioned on $\Gamma_{j-1, \text { end }}$, the change got detected at $t=t_{j, *}$, i.e., let

$$
p_{0}:=\operatorname{Pr}\left(\operatorname{Det} 0 \mid \Gamma_{j-1, \text { end }}\right) .
$$

Thus, $\operatorname{Pr}\left(\overline{\operatorname{Det} 0} \mid \Gamma_{j-1, \text { end }}\right)=1-p_{0}$. It is not easy to bound $p_{0}$. However, as we will see, this will not be needed. Assume that $\Gamma_{j-1, \text { end }} \cap \overline{\operatorname{Det} 0}$ holds. Consider the interval $\mathcal{J}^{\alpha}:=\left[t_{j, *}, t_{j, *}+\alpha\right)$. This interval starts at or after $t_{j}$, so, for all $t$ in this interval, the subspace has changed. For this interval, $\boldsymbol{\Phi}=\boldsymbol{I}-\hat{\boldsymbol{P}}_{j-1} \hat{\boldsymbol{P}}_{j-1}{ }^{\prime}$. Applying the first item of Lemma 3.48, w.p. at least $1-10 n^{-10}$,

$$
\lambda_{\max }\left(\frac{1}{\alpha} \sum_{t \in \mathcal{J}^{\alpha}} \boldsymbol{\Phi} \hat{\ell}_{t} \hat{\ell}_{t}^{\prime} \boldsymbol{\Phi}\right) \geq \omega_{\text {evals }}
$$

and thus $\hat{t}_{j}=t_{j, *}+\alpha$. In other words,

$$
\operatorname{Pr}\left(\operatorname{Det} 1 \mid \Gamma_{j-1, \text { end }} \cap \overline{\operatorname{Det} 0}\right) \geq 1-10 n^{-10} .
$$

Conditioned on $\Gamma_{j-1, \text { end }} \cap \overline{\operatorname{Det} 0} \cap \operatorname{Det1}$, the first SVD step is done at $t=\hat{t}_{j}+\alpha=t_{j, *}+2 \alpha$ and the subsequent steps are done every $\alpha$ samples. We can prove Lemma 3.44 with $\Gamma_{j, 0}$ replaced by $\Gamma_{j, \text { end }} \cap \overline{\operatorname{Det} 0} \cap \operatorname{Det1}$ and Lemma 3.45 with $\Gamma_{j, k-1}$ replaced by $\Gamma_{j, \text { end }} \cap \overline{\operatorname{Det} 0} \cap \operatorname{Det} 1 \cap \operatorname{SubUpd}_{1} \cap$ $\cdots \cap \operatorname{SubUpd}_{k-1}$ and with the $k$-th SVD interval being $\mathcal{J}_{k}:=\left[\hat{t}_{j}+(k-1) \alpha, \hat{t}_{j}+k \alpha\right)$. Applying Lemmas 3.44, and 3.45 for each $k$, we get

$$
\operatorname{Pr}\left(\text { SubUpd } \mid \Gamma_{j-1, \text { end }} \cap \overline{\operatorname{Det} 0} \cap \operatorname{Det} 1\right) \geq\left(1-10 n^{-10}\right)^{K+1} .
$$

We can also do a similar thing for the case when the change is detected at $t_{j, *}$, i.e. when Det0 holds. In this case, we replace $\Gamma_{j, 0}$ by $\Gamma_{j, \text { end }} \cap \operatorname{Det0}$ and $\Gamma_{j, k}$ by $\Gamma_{j, \text { end }} \cap \operatorname{Det0} 0 \cap \operatorname{SubUpd}_{1} \cap \cdots \cap \operatorname{SubUpd}_{k-1}$ and conclude that

$$
\operatorname{Pr}\left(\operatorname{SubUpd} \mid \Gamma_{j-1, \text { end }} \cap \operatorname{Det} 0\right) \geq\left(1-10 n^{-10}\right)^{K} .
$$

Finally consider the NoFalseDets event. First, assume that $\Gamma_{j-1, \text { end }} \cap$ Det0 $\cap$ SubUpd holds. Consider any interval $\mathcal{J}^{\alpha} \subseteq\left[\hat{t}_{j, f i n}, t_{j+1}\right)$. In this interval, $\hat{\boldsymbol{P}}_{(t)}=\hat{\boldsymbol{P}}_{j}, \boldsymbol{\Phi}=\boldsymbol{I}-\hat{\boldsymbol{P}}_{j} \hat{\boldsymbol{P}}_{j}^{\prime}$ and $\mathrm{SE}\left(\hat{\boldsymbol{P}}_{j}, \boldsymbol{P}_{j}\right) \leq \varepsilon$. Using the second part of Lemma 3.48 we conclude that w.p. at least $1-10 n^{-10}$,

$$
\lambda_{\max }\left(\frac{1}{\alpha} \sum_{t \in \mathcal{J}^{\alpha}} \boldsymbol{\Phi} \hat{\ell}_{t} \hat{\ell}_{t}^{\prime} \boldsymbol{\Phi}\right)<\omega_{\text {evals }}
$$

Since Det0 holds, $\hat{t}_{j}=t_{j, *}$. Thus, we have a total of $\left\lfloor\frac{t_{j+1}-t_{j, *}-K \alpha-\alpha}{\alpha}\right\rfloor$ intervals $\mathcal{J}^{\alpha}$ that are subsets of $\left[\hat{t}_{j, f i n}, t_{j+1}\right)$. Moreover, $\left\lfloor\frac{t_{j+1}-t_{j, *}-K \alpha-\alpha}{\alpha}\right\rfloor \leq\left\lfloor\frac{t_{j+1}-t_{j}-K \alpha-\alpha}{\alpha}\right\rfloor \leq\left\lfloor\frac{t_{j+1}-t_{j}}{\alpha}\right\rfloor-(K+1)$ since $\alpha \leq \alpha$. Thus,

$$
\begin{array}{r}
\operatorname{Pr}\left(\text { NoFalseDets } \mid \Gamma_{j-1, \text { end }} \cap \operatorname{Det} 0 \cap \text { SubUpd }\right) \\
\geq\left(1-10 n^{-10}\right)^{\left\lfloor\frac{t_{j+1}-t_{j}}{\alpha}\right\rfloor-(K)}
\end{array}
$$

On the other hand, if we condition on $\Gamma_{j-1, \text { end }} \cap \overline{\operatorname{Det} 0} \cap \operatorname{Det} 1 \cap$ SubUpd, then $\hat{t}_{j}=t_{j, *}+\alpha$. Thus,

$$
\begin{array}{r}
\operatorname{Pr}\left(\text { NoFalseDets } \mid \Gamma_{j-1, \text { end }} \cap \overline{\operatorname{Det} 0} \cap \operatorname{Det} 1 \cap \text { SubUpd }\right) \\
\left.\geq\left(1-10 n^{-10}\right)\right)^{\left\lfloor\frac{t_{j+1}-t_{j}}{\alpha}\right\rfloor-(K+1)}
\end{array}
$$

We can now combine the above facts to bound $\operatorname{Pr}\left(\Gamma_{j, \text { end }} \mid \Gamma_{j-1, \text { end }}\right)$. Recall that $p_{0}:=$ $\operatorname{Pr}\left(\operatorname{Det} 0 \mid \Gamma_{j-1, \text { end }}\right)$. Clearly, the events (Det0 $\cap$ SubUpd $\cap$ NoFalseDets) and $(\overline{\operatorname{Det} 0} \cap \operatorname{Det} 1 \cap \operatorname{SubUpd} \cap$ NoFalseDets) are disjoint. Thus,

$$
\begin{aligned}
& \operatorname{Pr}\left(\Gamma_{j, \text { end }} \mid \Gamma_{j-1, \text { end }}\right) \\
& =p_{0} \operatorname{Pr}\left(\text { SubUpd } \cap \text { NoFalseDets } \mid \Gamma_{j-1, \text { end }} \cap \text { Det0 }\right) \\
& +\left(1-p_{0}\right) \operatorname{Pr}\left(\operatorname{Det} 1 \mid \Gamma_{j-1, \text { end }} \cap \overline{\operatorname{Det} 0}\right) . \\
& \operatorname{Pr}\left(\text { SubUpd } \cap \text { NoFalseDets } \mid \Gamma_{j-1, \text { end }} \cap \overline{\operatorname{Det0}} \cap \text { Det1 }\right) \\
& \geq p_{0}\left(1-10 n^{-10}\right)^{K}\left(1-10 n^{-10}\right)^{\left\lfloor\frac{t_{j+1}-t_{j}}{\alpha}\right\rfloor-(K)} \\
& +\left(1-p_{0}\right)\left(1-10 n^{-10}\right) . \\
& \left(1-10 n^{-10}\right)^{K}\left(1-10 n^{-10}\right)^{\left\lfloor\frac{t_{j+1}-t_{j}}{\alpha}\right\rfloor-(K+1)} \\
& =\left(1-10 n^{-10}\left\lfloor\frac{t_{j+1}-t_{j}}{\alpha}\right\rfloor\right.
\end{aligned}\left(1-10 n^{-10}\right)^{t_{j+1}-t_{j}} . ~ \$
$$

Thus, since the events $\Gamma_{j, \text { end }}$ are nested, $\operatorname{Pr}\left(\Gamma_{J, \text { end }} \mid \Gamma_{0, \text { end }}\right)=\prod_{j} \operatorname{Pr}\left(\Gamma_{j, \text { end }} \mid \Gamma_{j-1, \text { end }}\right) \geq \prod_{j}(1-$ $\left.10 n^{-10}\right)^{t_{j+1}-t_{j}}=\left(1-10 n^{-10}\right)^{d} \geq 1-10 d n^{-10}$.

Proof of Corollary 3.40. It should be noted that basis $(\boldsymbol{M})$ is not a unique matrix, it refers to any matrix $\boldsymbol{P}$ that has orthonormal columns and whose span equals the span of $\boldsymbol{M}$. Thus
$\operatorname{basis}\left(\left[\hat{\boldsymbol{P}}_{j-1}, \hat{\boldsymbol{P}}_{j}\right]\right) \equiv \operatorname{basis}\left(\left[\hat{\boldsymbol{P}}_{j-1}, \hat{\boldsymbol{P}}_{j-1, \perp} \hat{\boldsymbol{P}}_{j}\right]\right) \equiv \operatorname{basis}\left(\left[\hat{\boldsymbol{P}}_{j}, \hat{\boldsymbol{P}}_{j, \perp} \hat{\boldsymbol{P}}_{j-1}\right]\right)$. Let us denote any of these matrices by $\hat{\boldsymbol{P}}_{j-1, j}$.

For $t \in\left[\hat{t}_{j-1}+K \alpha, t_{j}\right), \boldsymbol{P}_{t}=\boldsymbol{P}_{j-1}$ while for $t \in\left[t_{j}, \hat{t}_{j}+K \alpha-1\right), \boldsymbol{P}_{t}=\boldsymbol{P}_{j}$. For all $t$ in these two intervals $\hat{\boldsymbol{P}}_{(t)}=\hat{\boldsymbol{P}}_{j-1, j}$. The proof of this corollary is an easy consequence of this fact and the fact that, for two basis matrices $\boldsymbol{P}_{1}, \boldsymbol{P}_{2}$ that are mutually orthonormal, i.e., for which $\boldsymbol{P}_{1}{ }^{\prime} \boldsymbol{P}_{2}=0$,

$$
\left(\boldsymbol{I}-\boldsymbol{P}_{1} \boldsymbol{P}_{1}^{\prime}-\boldsymbol{P}_{2} \boldsymbol{P}_{2}^{\prime}\right)=\left(\boldsymbol{I}-\boldsymbol{P}_{1} \boldsymbol{P}_{1}^{\prime}\right)\left(\boldsymbol{I}-\boldsymbol{P}_{2} \boldsymbol{P}_{2}^{\prime}\right) .
$$

Thus, $\operatorname{SE}\left(\hat{\boldsymbol{P}}_{j-1, j}, \boldsymbol{P}_{j-1}\right) \leq \operatorname{SE}\left(\hat{\boldsymbol{P}}_{j-1}, \boldsymbol{P}_{j-1}\right) \leq \varepsilon$ and $\operatorname{SE}\left(\hat{\boldsymbol{P}}_{j-1, j}, \boldsymbol{P}_{j}\right) \leq \operatorname{SE}\left(\hat{\boldsymbol{P}}_{j}, \boldsymbol{P}_{j}\right) \leq \varepsilon$.

### 3.12 Appendix C: Proofs for Section 3.3: Time complexity derivation and Proof of Theorem 3.42

### 3.12.1 Time complexity derivation

Consider initialization. To ensure that $\operatorname{SE}\left(\hat{\boldsymbol{P}}_{0}, \boldsymbol{P}_{0}\right) \in O(1 / \sqrt{r})$, we need to use $C \log r$ iterations of AltProj. Since there is no lower bound in the AltProj guarantee on the required number of matrix columns (except the trivial lower bound of rank) [25], we can use $t_{\text {train }}=C r$ frames for initialization. Thus the initialization complexity is $O\left(n t_{\operatorname{train}} r^{2} \log (\sqrt{r})=O\left(n r^{3} \log r\right)\right.$ [25]. The projected-CS step complexity is equal to the cost of a matrix vector multiplication with the measurement matrix times negative logarithm of the desired accuracy in solving the $l_{1}$ minimization problem. Since the measurement matrix for the CS step is $\boldsymbol{I}-\hat{\boldsymbol{P}}_{(t-1)} \hat{\boldsymbol{P}}_{(t-1)}{ }^{\prime}$, the cost per CS step (per frame) is $O(n r \log (1 / \epsilon))[36]$ and so the total cost is $O\left(\left(d-t_{\text {train }}\right) n r \log (1 / \epsilon)\right)$. The subspace update involves at most $\left(\left(d-t_{\text {train }}\right) / \alpha\right)$ rank $r$-SVD's on $n \times \alpha$ matrices all of which have constant eigen-gap (this is indirectly proved in the proofs of the second item of Lemmas 3.44 and 3.45). Thus the total time for subspace update steps is at most $\left(\left(d-t_{\text {train }}\right) / \alpha\right) * O(n \alpha r \log (1 / \epsilon))=O\left(\left(d-t_{\text {train }}\right) n r \log (1 / \epsilon)\right)$ [20]. Thus the running time of the complete algorithm is $O\left(n d r \log (1 / \epsilon)+n r^{3} \log r\right)$. As long as $r^{2} \log r \leq d \log (1 / \epsilon)$, the time complexity of the entire algorithm is $O(n d r \log (1 / \epsilon))$.

### 3.12.2 Proof of Theorem 3.42 for NORST-NoDet

In this algorithm we do not detect change. We just keep updating the subspace by $r$-SVD applied every $\alpha$ time instants on the last $\alpha \hat{\ell}_{t}$ 's, $\hat{\boldsymbol{L}}_{t ; \alpha}$. For $\alpha$-intervals $\mathcal{J}$ for which $\boldsymbol{P}_{t}=\boldsymbol{P}_{j}$ for all $t \in \mathcal{J}$, there is no change to the analysis. We start at $t=t_{0}=\hat{t}_{0}=1$ with initial subspace estimate $\hat{\boldsymbol{P}}_{0}$ available. Let $\Delta_{0}=\operatorname{SE}\left(\hat{\boldsymbol{P}}_{0}, \boldsymbol{P}_{0}\right)$. The first subspace update is done at $t=\alpha$, the second at $t=2 \alpha$, and so on. By Lemma 3.44 with $\hat{\boldsymbol{P}}_{j, 0}=\hat{\boldsymbol{P}}_{0}$, we can show that after one update, the error reduces to $1.2 \max \left(\Delta_{0} / 4, \varepsilon\right)$. After this, by applying Lemma $3.45 K-1$ times, we can show that, after at most $K$ steps with $K=\log \left(\Delta_{0} / \varepsilon\right)$, the error reduces to $1.2 \varepsilon$. Beyond this time, the error does not decrease further. We know that $\boldsymbol{P}_{t}=\boldsymbol{P}_{0}$ for $t \in\left[t_{0},(K+2) \alpha\right]$, but can change after that.

Consider the $\alpha$-interval $\mathcal{J}$ that contains the change time $t_{1}$. The projected CS analysis for this interval remains exactly the same as above. But to analyze the subspace update for this interval we need to use Corollary 3.43. More generally consider the $j$-th change, and the interval $\mathcal{J}=\left[\left\lfloor t_{j} / \alpha\right\rfloor+1,\left\lfloor t_{j} / \alpha\right\rfloor+\alpha\right]$, which is the $\alpha$-frame interval that contains $t_{j}$.

For $t \in \mathcal{J}$, we have $\hat{\boldsymbol{\ell}}_{t}=\boldsymbol{y}_{t}-\hat{\boldsymbol{x}}_{t}=\boldsymbol{\ell}_{t}+\boldsymbol{e}_{t}+\boldsymbol{v}_{t}$ where

$$
\boldsymbol{e}_{t}=\boldsymbol{I}_{\mathcal{T}_{t}}\left(\boldsymbol{\Psi}_{\mathcal{T}_{t}^{\prime}}^{\prime} \boldsymbol{\Psi}_{\mathcal{T}_{t}}\right)^{-1} \boldsymbol{I}_{\mathcal{T}_{t}}{ }^{\prime} \boldsymbol{\Psi}\left(\boldsymbol{\ell}_{t}+\boldsymbol{v}_{t}\right):=\left(\boldsymbol{e}_{\ell}\right)_{t}+\left(\boldsymbol{e}_{\boldsymbol{v}}\right)_{t}
$$

$\boldsymbol{\Psi}=\boldsymbol{I}-\hat{\boldsymbol{P}}_{j-1} \hat{\boldsymbol{P}}_{j-1}{ }^{\prime}, \boldsymbol{\ell}_{t}=\boldsymbol{P}_{j-1} \boldsymbol{a}_{t}$ for $t \in\left[\left\lfloor t_{j} / \alpha\right\rfloor, t_{j}\right)$ and $\boldsymbol{\ell}_{t}=\boldsymbol{P}_{j} \boldsymbol{a}_{t}$ for $t \in\left[t_{j},\left\lfloor t_{j} / \alpha\right\rfloor+\alpha\right)$.
Let $\hat{\boldsymbol{P}}_{j, 0}$ denote the subspace estimate $\hat{\boldsymbol{P}}_{(t)}$ computed for this interval. We apply Corollary 3.43 with $\boldsymbol{y}_{t} \equiv \hat{\boldsymbol{\ell}}_{t}, \boldsymbol{w}_{t} \equiv\left(\boldsymbol{e}_{\ell}\right)_{t}, \boldsymbol{v}_{t} \equiv\left(\boldsymbol{e}_{\boldsymbol{v}}\right)_{t}+\boldsymbol{v}_{t}, \boldsymbol{\ell}_{t} \equiv \boldsymbol{\ell}_{t}, \boldsymbol{M}_{1, t}=-\left(\boldsymbol{\Psi}_{\mathcal{T}_{t}^{\prime}} \boldsymbol{\Psi}_{\mathcal{T}_{t}}\right)^{-1} \boldsymbol{\Psi}_{\mathcal{T}_{t}}{ }^{\prime}$, $\hat{\boldsymbol{P}}=\hat{\boldsymbol{P}}_{j, 0}, \boldsymbol{P}=\boldsymbol{P}_{j}, \boldsymbol{P}_{0}=\boldsymbol{P}_{j-1}$. Since $\left\|\boldsymbol{M}_{1, t} \boldsymbol{P}_{0}\right\|=\left\|\left(\boldsymbol{\Psi}_{\mathcal{T}_{t}} \boldsymbol{\Psi}_{\mathcal{T}_{t}}\right)^{-1} \boldsymbol{\Psi}_{\mathcal{T}_{t}} \boldsymbol{P}_{j}\right\| \leq 1.2 \varepsilon,\left\|\boldsymbol{M}_{1, t} \boldsymbol{P}\right\|=$ $\left\|\left(\boldsymbol{\Psi}_{\mathcal{T}_{t}} \boldsymbol{\Psi}_{\mathcal{T}_{t}}\right)^{-1} \boldsymbol{\Psi}_{\mathcal{T}_{t}} \boldsymbol{P}_{j}\right\| \leq 1.2\left(\varepsilon+\mathrm{SE}\left(\boldsymbol{P}_{j-1}, \boldsymbol{P}_{j}\right)\right)$, thus $q_{00}=1.2\left(\varepsilon+\mathrm{SE}\left(\boldsymbol{P}_{j-1}, \boldsymbol{P}_{j}\right)\right)$. Also, $b \equiv b_{0}=$ $0.01 / f^{2}$ which is the upper bound on max-outlier-frac-row $(\alpha),\left\|\mathbb{E}\left[\left(\boldsymbol{e}_{\boldsymbol{v}}\right)_{t}\left(\boldsymbol{e}_{\boldsymbol{v}}\right)_{t}{ }^{\prime}\right]\right\| \leq(1.2)^{2} \lambda_{v}^{+}$. Thus, with probability at least $1-10 n^{-10}$,

$$
\mathrm{SE}\left(\hat{\boldsymbol{P}}_{j, 0}, \boldsymbol{P}_{j}\right) \leq 2.5\left(3\left(\Delta f+4 \cdot 0.1 \cdot 1.2(\varepsilon+\Delta)+\frac{\lambda_{v}^{+}}{\lambda^{-}}\right) \leq 10 \Delta\right.
$$

Here we used $\frac{\lambda_{v}^{+}}{\lambda^{-}}=\varepsilon^{2}<\Delta$.
Redefine $\hat{t}_{j}=\left\lfloor t_{j} / \alpha\right\rfloor+\alpha$ and $\hat{\boldsymbol{P}}_{j, 0}$ to denote the estimate from the change interval. To analyze the next $\alpha$-interval for new-NORST, we apply Lemma 3.44 with above re-definitions. Thus, $q_{0}=$
$1.2 \cdot 10 \Delta$. We can conclude that $\operatorname{SE}\left(\hat{\boldsymbol{P}}_{j, 1}, \boldsymbol{P}_{j}\right) \leq \max \left(0.3 q_{0}, \varepsilon\right)=q_{1}$. For the next $K-1$ intervals, we apply Lemma 3.45 $K-1$ times with $q_{k}=1.2 \max \left(0.25 q_{k-1}, \varepsilon\right)$.

```
Algorithm 6 NORST Algorithm. We obtain \(\hat{\boldsymbol{P}}_{0}\) by \(C(\log r)\) iterations of AltProj on \(\boldsymbol{Y}_{\left[1, t_{\text {train }},\right.}, t_{\text {train }}=C r\).
    Input: \(\hat{\boldsymbol{P}}_{0}, \boldsymbol{y}_{t} ;\) Output: \(\hat{\boldsymbol{x}}_{t}, \hat{\boldsymbol{\ell}}_{t}, \hat{\boldsymbol{P}}_{(t)} ;\) Parameters: \(\omega_{\text {supp }}, \xi, \alpha, K, \omega_{\text {evals }}\)
    \(\hat{\boldsymbol{P}}_{\left(t_{\text {train }}\right)} \leftarrow \hat{\boldsymbol{P}}_{0} ; j \leftarrow 1, k \leftarrow 1\)
    phase \(\leftarrow\) update; \(\hat{t}_{0} \leftarrow t_{\text {train }}\);
    for \(t>t_{\text {train }}\) do
        \(\boldsymbol{\Psi} \leftarrow \boldsymbol{I}-\hat{\boldsymbol{P}}_{(t-1)} \hat{\boldsymbol{P}}_{(t-1)}{ }^{\prime}\)
        \(\tilde{\boldsymbol{y}}_{t} \leftarrow \boldsymbol{\Psi} \boldsymbol{y}_{t}\).
        \(\hat{\boldsymbol{x}}_{t, c s} \leftarrow \arg \min _{\tilde{\boldsymbol{x}}}\|\tilde{\boldsymbol{x}}\|_{1}\) s.t. \(\left\|\tilde{\boldsymbol{y}}_{t}-\boldsymbol{\Psi} \tilde{\boldsymbol{x}}\right\| \leq \xi\).
        \(\hat{\mathcal{T}}_{t} \leftarrow\left\{i:\left|\hat{\boldsymbol{x}}_{t, \text { cs }}\right|>\omega_{\text {supp }}\right\}\).
        \(\hat{\boldsymbol{x}}_{t} \leftarrow \boldsymbol{I}_{\hat{\mathcal{T}}_{t}}\left(\boldsymbol{\Psi}_{\hat{\mathcal{T}}_{t}}^{\prime} \boldsymbol{\Psi}_{\hat{\mathcal{T}}_{t}}\right)^{-1} \boldsymbol{\Psi}_{\hat{\mathcal{T}}_{t}}^{\prime} \tilde{\boldsymbol{y}}_{t}\).
        \(\hat{\boldsymbol{\ell}}_{t} \leftarrow \boldsymbol{y}_{t}-\hat{\boldsymbol{x}}_{t}\)
        if phase \(=\) detect and \(t=\hat{t}_{j-1, \text { fin }}+u \alpha\) then
            \(\boldsymbol{\Phi} \leftarrow\left(\boldsymbol{I}-\hat{\boldsymbol{P}}_{j-1} \hat{\boldsymbol{P}}_{j-1}{ }^{\prime}\right)\).
            \(\boldsymbol{B} \leftarrow \boldsymbol{\Phi} \hat{\boldsymbol{L}}_{t, \alpha}\) with \(\hat{\boldsymbol{L}}_{t, \alpha}:=\left[\hat{\boldsymbol{\ell}}_{t-\alpha+1}, \hat{\boldsymbol{\ell}}_{t-\alpha+2}, \ldots \hat{\boldsymbol{\ell}}_{t}\right]\).
            if \(\lambda_{\max }\left(\boldsymbol{B B}^{\prime}\right) \geq \alpha \omega_{\text {evals }}\) then
                phase \(\leftarrow\) update, \(\hat{t}_{j} \leftarrow t\),
            end if
        end if
        if phase \(=\) update then
            if \(t=\hat{t}_{j}+u \alpha-1\) for \(u=1,2, \cdots\), then
                \(\hat{\boldsymbol{P}}_{j, k} \leftarrow S V D_{r}\left[\hat{\boldsymbol{L}}_{t ; \alpha}\right], \hat{\boldsymbol{P}}_{(t)} \leftarrow \hat{\boldsymbol{P}}_{j, k}, k \leftarrow k+1\).
            else
                \(\hat{\boldsymbol{P}}_{(t)} \leftarrow \hat{\boldsymbol{P}}_{(t-1)}\)
                end if
                if \(t=\hat{t}_{j}+K \alpha-1\) then
                \(\hat{t}_{j, f i n} \leftarrow t, \hat{\boldsymbol{P}}_{j} \leftarrow \hat{\boldsymbol{P}}_{(t)}\)
                \(k \leftarrow 1, j \leftarrow j+1\), phase \(\leftarrow\) detect.
                end if
        end if
    end for
    Smoothing NORST: At \(t=\hat{t}_{j}+K \alpha\), for all \(t \in\left[\hat{t}_{j-1}+K \alpha, \hat{t}_{j}+K \alpha-1\right]\),
    \(\hat{\boldsymbol{P}}_{(t)}^{\text {smoothing }} \leftarrow \operatorname{basis}\left(\left[\hat{\boldsymbol{P}}_{j-1}, \hat{\boldsymbol{P}}_{j}\right]\right)\), where \(\operatorname{basis}(\boldsymbol{M})\) refers to a basis matrix that has span equal
    to \(\operatorname{span}(\boldsymbol{M})\).
32: \(\boldsymbol{\Psi} \leftarrow \boldsymbol{I}-\hat{\boldsymbol{P}}_{(t)}^{\text {smoothing }} \hat{\boldsymbol{P}}_{(t)}^{\text {smoothing }} ; \quad \hat{\boldsymbol{x}}_{t}^{\text {smoothing }} \leftarrow \boldsymbol{I}_{\hat{\mathcal{T}}_{t}}\left(\boldsymbol{\Psi}_{\hat{\mathcal{T}}_{t}^{\prime}} \boldsymbol{\Psi}_{\hat{\mathcal{T}}_{t}}\right)^{-1} \boldsymbol{\Psi}_{\hat{\mathcal{T}}_{t}} \boldsymbol{y}_{t} ; \quad \hat{\boldsymbol{\ell}}_{t}^{\text {smoothing }} \leftarrow \boldsymbol{y}_{t}-\)
    \(\hat{\boldsymbol{x}}_{t}^{\text {smoothing }}\).
```

```
Algorithm 7 NORST-NoDet
    Input: \(\hat{\boldsymbol{P}}_{0}, \boldsymbol{y}_{t} ;\) Output: \(\hat{\boldsymbol{x}}_{t}, \hat{\ell}_{t}, \hat{\boldsymbol{P}}_{(t)} ;\) Parameters: \(\omega_{\text {supp }}, \xi, \alpha\)
    \(\hat{\boldsymbol{P}}_{\left(t_{\text {train }}\right)} \leftarrow \hat{\boldsymbol{P}}_{0} ;\)
    for \(t>t_{\text {train }}\) do
        Lines 6-11 of Algorithm 6
        if \(t=t_{\text {train }}+u \alpha-1\) for \(u=1,2, \cdots\), then
                \(\hat{\boldsymbol{P}}_{u} \leftarrow S V D_{r}\left[\hat{\boldsymbol{L}}_{t ; \alpha}\right], \hat{\boldsymbol{P}}_{(t)} \leftarrow \hat{\boldsymbol{P}}_{u}\)
        else
            \(\hat{\boldsymbol{P}}_{(t)} \leftarrow \hat{\boldsymbol{P}}_{(t-1)}\)
        end if
    end for
```
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#### Abstract

We study the problem of subspace tracking in the presence of missing data (ST-miss). In recent work, we studied a related problem called robust ST. In this work, we show that a simple modification of our robust ST solution also provably solves ST-miss and robust ST-miss. To our knowledge, our result is the first "complete" guarantee for ST-miss. This means that we can prove that under assumptions on only the algorithm inputs, the output subspace estimates are close to the true data subspaces at all times. Our guarantees hold under mild and easily interpretable assumptions, and allow the underlying subspace to change with time in a piecewise constant fashion. In contrast, all existing guarantees for ST are partial results and assume a fixed unknown subspace. Extensive numerical experiments are shown to back up our theoretical claims. Finally, our solution can be interpreted as a provably correct mini-batch and memory-efficient solution to low rank Matrix Completion (MC).


### 4.1 Introduction

Subspace tracking from missing data (ST-miss) is the problem of tracking the (fixed or timevarying) low-dimensional subspace in which a given data sequence approximately lies when some of the data entries are not observed. The assumption here is that consecutive subsets of the data are

[^19]well-approximated as lying in a subspace that is significantly lower-dimensional than the ambient dimension. Time-varying subspaces is a more appropriate model for long data sequences (e.g. long surveillance videos). For such data, if a fixed subspace model is used, the required subspace dimension may be too large. As is common in time-series analysis, the simplest model for timevarying quantities is to assume that they are piecewise constant with time. We adopt this model here. If the goal is to provably track the subspaces to any desired accuracy, $\varepsilon>0$, then, as we explain later in Sec. 4.1.3, this assumption is, in fact, necessary. Of course, experimentally, our proposed algorithm, and all existing ones, "work" (return good but not perfect estimates) even without this assumption, as long as the amount of change at each time is small enough. The reason is one can interpret subspace changes at each time as a "piecewise constant subspace" plus noise. The algorithms are actually tracking the "piecewise constant subspace" up to the noise level. We explain this point further in Sec. 4.1.3.

ST-miss can be interpreted as an easier special case of robust ST (ST in the presence of additive sparse outliers) [33]. We also study robust ST-miss which is a generalization of both ST-miss and robust ST. Finally, our solutions for ST-miss and robust ST-miss also provide novel mini-batch solutions for low-rank matrix completion (MC) and robust MC respectively.

Example applications where these problems occur include recommendation system design and video analytics. In video analytics, foreground occlusions are often the source of both missing and corrupted data: if the occlusion is easy to detect by simple means, e.g., color-based thresholding, then the occluding pixel can be labeled as "missing"; while if this cannot be detected easily, it is labeled as an outlier pixel. Missing data also occurs due to detectable video transmission errors (typically called "erasures"). In recommendation systems, data is missing because all users do not label all items. In this setting, time-varying subspaces model the fact that, as different types of users enter the system, the factors governing user preferences change.

Brief review of related work. ST has been extensively studied in both the controls' and the signal processing literature, see $[14,1,19,46]$ for comprehensive overviews of both classical and modern approaches. Best known existing algorithms for ST and ST-miss include Projection Ap-
proximate Subspace Tracking (PAST) [48, 49], Parallel Estimation and Tracking by Recursive Least Squares (PETRELS) [12] and Grassmannian Rank-One Update Subspace Estimation (GROUSE) [3, 4, 53, 38]. Of these, PETRELS is known to have the best experimental performance. There have been some attempts to obtain guarantees for GROUSE and PETRELS for ST-miss [4, 53, 47], however all of these results assume the statistically stationary setting of a fixed unknown subspace and all of them provide only partial guarantees. This means that the result does not tell us what assumptions the algorithm inputs (input data and/or initialization) need to satisfy in order to ensure that the algorithm output(s) are close to the true value(s) of the quantity of interest, either at all times or at least at certain times. For example, [4] requires that the intermediate algorithm estimates of GROUSE need to satisfy certain properties (see Theorem 4.64 given later). It does not tell us what assumptions on algorithm inputs will ensure that these properties hold. On the other hand, [47] guarantees closeness of the PETRELS output to a quantity other than the true value of the "quantity of interest" (here, the true data subspace); see Theorem 4.65. Of course, the advantage of GROUSE and PETRELS is that they are streaming solutions (require a single-pass through the data). This may also be the reason that a complete guarantee is harder to obtain for these. Other related work includes streaming PCA with missing data [32, 20]. A provable algorithmic framework for robust ST is Recursive Projected Compressive Sensing (ReProCS) [40, 41, 51, 34, 33]. Robust ST-miss has not received much attention in the literature.

Provable MC has been extensively studied, e.g., $[8,35,11]$. We discuss these works in detail in Sec. 4.3.

Contributions. (1) We show that a simple modification of a ReProCS-based algorithm called Nearly Optimal Robust ST via ReProCS (NORST for short) [33] also provably solves the ST-miss problem while being fast and memory-efficient. An extension for robust ST-miss is also presented. Unlike all previous work on ST-miss, our guarantee is a complete guarantee (correctness result): we show that, with high probability (whp), under simple assumptions on only the algorithm inputs, the output subspace estimates are close to the true data subspaces and get to within $\varepsilon$ accuracy of the current subspace within a "near-optimal" delay. Moreover, unlike past work, our result
allows time-varying subspaces (modeled as piecewise-constant with time) and shows that NORSTmiss can provably detect and track each changed subspace quickly. Here and below, near-optimal means that our bound is within logarithmic factors of the minimum required. For $r$-dimensional subspace tracking, the minimum required delay is $r$; thus our delay of order $r \log n \log (1 / \varepsilon)$ is nearoptimal. Moreover, since ST-miss is an easier problem than robust ST, our guarantee for ST-miss is significantly better than the original one [33] that it follows from. It does not assume a good first subspace initialization and does not require slow subspace change.
(2) Our algorithm and result can also be interpreted as a novel provably correct mini-batch and memory-efficient solution to low rank MC. We explain in Sec. 4.2.2 that our guarantee is particularly interesting in the regime when subspace changes frequently enough, e.g., if it changes every order $r \log n \log (1 / \varepsilon)$ time instants.

Organization. We explain the algorithm and provide the guarantees for it in Sec. 4.2; first for the noise-free case and then for the noisy case. A detailed discussion is also given that explains why our result is an interesting solution for MC. In this section, we also develop simple heuristics that improve the experimental performance of NORST-miss. We provide a detailed discussion of existing guarantees and how our work relates to the existing body of work in Sec. 4.3. Robust ST-miss is discussed in Sec. 4.4. Exhaustive experimental comparisons for simulated and partly real data (videos with simulated missing entries) are provided in Sec. 4.5. These show that as long as the fraction of missing entries is not too large, (i) basic NORST-miss is nearly as good as the best existing ST-miss approach (PETRELS), while being faster and having a complete guarantee; (ii) its extensions have better performance than PETRELS and are also faster than PETRELS; (iii) the performance of NORST-miss is worse than convex MC solutions, but much better than non-convex ones (for which code is available); however, NORST-miss is much faster than the convex MC methods. We conclude in Sec. 4.6.

### 4.1.1 Notation

We use the interval notation $[a, b]$ to refer to all integers between $a$ and $b$, inclusive, and we use $[a, b):=[a, b-1]$. $\|$.$\| denotes the l_{2}$ norm for vectors and induced $l_{2}$ norm for matrices unless specified otherwise, and ${ }^{\prime}$ denotes transpose. We use $\boldsymbol{M}_{\mathcal{T}}$ to denote a sub-matrix of $\boldsymbol{M}$ formed by its columns indexed by entries in the set $\mathcal{T}$. For a matrix $\boldsymbol{P}$ we use $\boldsymbol{P}^{(i)}$ to denote its $i$-th row.

A matrix $\boldsymbol{P}$ with mutually orthonormal columns is referred to as a basis matrix and is used to represent the subspace spanned by its columns. For basis matrices $\boldsymbol{P}_{1}, \boldsymbol{P}_{2}$, we use $\operatorname{SE}\left(\boldsymbol{P}_{1}, \boldsymbol{P}_{2}\right):=$ $\left\|\left(\boldsymbol{I}-\boldsymbol{P}_{1} \boldsymbol{P}_{1}{ }^{\prime}\right) \boldsymbol{P}_{2}\right\|$ as a measure of Subspace Error (distance) between their respective subspaces. This is equal to the sine of the largest principal angle between the subspaces. If $\boldsymbol{P}_{1}$ and $\boldsymbol{P}_{2}$ are of the same dimension, $\operatorname{SE}\left(\boldsymbol{P}_{1}, \boldsymbol{P}_{2}\right)=\operatorname{SE}\left(\boldsymbol{P}_{2}, \boldsymbol{P}_{1}\right)$.

We use $\hat{\boldsymbol{L}}_{t ; \alpha}:=\left[\hat{\ell}_{t-\alpha+1}, \cdots, \hat{\ell}_{t}\right]$ to denote the matrix formed by $\hat{\ell}_{t}$ and $(\alpha-1)$ previous estimates. Also, $r$ - $\operatorname{SVD}[\boldsymbol{M}]$ refers to the matrix of top $r$ left singular vectors of $\boldsymbol{M}$.

A set $\Omega$ that is randomly sampled from a larger set (universe), $\mathcal{U}$, is said be"i.i.d. Bernoulli with parameter $\rho$ " if each entry of $\mathcal{U}$ has probability $\rho$ of being selected to belong to $\Omega$ independent of all others.

We reuse $C, c$ to denote different numerical constants in each use; $C$ is for constants greater than one and $c$ for those less than one.

Definition 4.56 ( $\mu$-incoherence). An $n \times r_{P}$ basis matrix $\boldsymbol{P}$ is $\mu$-incoherent if $\max _{i}\left\|\boldsymbol{P}^{(i)}\right\|_{2}^{2} \leq \mu \frac{r_{P}}{n}$ $\left(\boldsymbol{P}^{(i)}\right.$ is $i$-th row of $\left.\boldsymbol{P}\right)$. Clearly, $\mu \geq 1$.

Throughout this paper, we assume that $f$, which is the condition number of the population covariance of $\boldsymbol{\ell}_{t}$, and the parameter, $\mu$, are constants. This is assumed when the $\mathcal{O}(\cdot)$ notation is used.

### 4.1.2 Problem Statement

ST-miss is precisely defined as follows. At each time $t$, we observe a data vector $\boldsymbol{y}_{t} \in \mathbb{R}^{n}$ that satisfies

$$
\begin{equation*}
\boldsymbol{y}_{t}=\mathcal{P}_{\Omega_{t}}\left(\ell_{t}\right)+\boldsymbol{v}_{t}, \text { for } t=1,2, \ldots, d \tag{4.1}
\end{equation*}
$$

where $\mathcal{P}_{\Omega_{t}}\left(\boldsymbol{z}_{i}\right)=\boldsymbol{z}_{i}$ if $i \in \Omega_{t}$ and 0 otherwise. Here $\boldsymbol{v}_{t}$ is small unstructured noise, $\Omega_{t}$ is the set of observed entries at time $t$, and $\boldsymbol{\ell}_{t}$ is the true data vector that lies in a fixed or changing low $(r)$ dimensional subspace of $\mathbb{R}^{n}$, i.e., $\boldsymbol{\ell}_{t}=\boldsymbol{P}_{(t)} \boldsymbol{a}_{t}$ where $\boldsymbol{P}_{(t)}$ is an $n \times r$ basis matrix with $r \ll n$. The goal is to track $\operatorname{span}\left(\boldsymbol{P}_{(t)}\right)$ and $\boldsymbol{\ell}_{t}$ either immediately or within a short delay. Denoting the set of missing entries at time $t$ as $\mathcal{T}_{t}$, (4.1) can also be written as

$$
\begin{equation*}
\boldsymbol{y}_{t}:=\boldsymbol{\ell}_{t}-\boldsymbol{I}_{\mathcal{T}_{t}} \boldsymbol{I}_{\mathcal{T}_{t}}{ }^{\prime} \ell_{t}+\boldsymbol{v}_{t} . \tag{4.2}
\end{equation*}
$$

We use $\boldsymbol{z}_{t}:=-\boldsymbol{I}_{\mathcal{T}_{t}^{\prime}} \ell_{t}$ to denote the missing entries. Clearly, $\mathcal{T}_{t}=\left(\Omega_{t}\right)^{c}$ (here ${ }^{c}$ denotes the complement set w.r.t. $\{1,2, \ldots, n\})$. Writing $\boldsymbol{y}_{t}$ as above allows us to tap into the solution framework from earlier work [41, 33]. This was developed originally for solving robust ST which involves tracking $\boldsymbol{\ell}_{t}$ and $\boldsymbol{P}_{(t)}$ from $\boldsymbol{y}_{t}:=\boldsymbol{\ell}_{t}+\boldsymbol{v}_{t}+\boldsymbol{x}_{t}$ where $\boldsymbol{x}_{t}$ is a sparse vector with the outliers as its nonzero entries. ST-miss can be interpreted as its (simpler) special case if we let $\boldsymbol{x}_{t}=-\boldsymbol{I}_{\mathcal{T}_{t}} \boldsymbol{I}_{\mathcal{T}_{t}} \boldsymbol{\ell}_{t}$. It is simpler because the support of $\boldsymbol{x}_{t}, \mathcal{T}_{t}$, is known.

Defining the $n \times d$ matrix $L:=\left[\ell_{1}, \ell_{2}, \ldots \ell_{d}\right]$, the above is also a matrix completion (MC) problem; with the difference that for MC the estimates are needed only in the end (not on-the-fly). We use $r_{L}$ to denote the rank of $\boldsymbol{L}$.

### 4.1.3 Identifiability assumptions

The above problem definition does not ensure identifiability. If $\boldsymbol{L}$ is sparse, it is impossible to recover it from a subset of its entries. Moreover, even if it is dense, it is impossible to complete it if all the missing entries are from a few rows or columns. Finally, if the subspace changes at every time $t$, the number of unknowns ( $n r$ ) is more than the amount of available data at time $t(n)$ making it impossible to recover all of them.


Figure 4.1: Demonstrating the need for the piecewise constant subspace change model. The black circles plot is for subspace changing at each time $t$, while the red squares one is for piecewise constant subspace change, with change occurring at $t=t_{1}$. The data is generated so that, in both experiments, $\operatorname{SE}\left(\boldsymbol{P}_{\left(t_{1}\right)}, \boldsymbol{P}_{(0)}\right)$ is the same. In the piecewise constant case (red squares), we can achieve near perfect subspace recovery. But this is not possible in the "changing at each time" (black circles) case. For details, see Sec. 4.5 and Fig. 4.3(c).

One way to ensure subspaces' identifiability is to assume that they are piecewise constant with time, i.e., that

$$
\boldsymbol{P}_{(t)}=\boldsymbol{P}_{j} \text { for all } t \in\left[t_{j}, t_{j+1}\right), j=1,2, \ldots, J
$$

with $t_{j+1}-t_{j} \geq r$. Let $t_{0}=1$ and $t_{J+1}=d$. This ensures that at least $r n$-dimensional data vectors $\boldsymbol{y}_{t}$ are available (this is the minimum needed to compute the subspace even if perfect data $\boldsymbol{y}_{t}=\boldsymbol{\ell}_{t}$ were available). The $t_{j}$ 's are the subspace change times. With this model, $r_{L} \leq r J$. When the above model is not assumed, one cannot track to any desired accuracy, see the black circles plot in Fig. 4.1. This is because the subspace change at each time can be interpreted as a $r$-dimensional piecewise constant subspace change plus noise. To understand this precisely, consider the first $\alpha$ frames, for any $\alpha \geq r$. Let $\boldsymbol{P}$ be the matrix of top $r$ left singular vectors of $\left[\boldsymbol{P}_{(0)}, \boldsymbol{P}_{(1)}, \ldots, \boldsymbol{P}_{(\alpha-1)}\right]$. Then, in this interval, $\boldsymbol{y}_{t}:=\mathcal{P}_{\Omega_{t}}\left(\boldsymbol{P}_{(t)} \boldsymbol{a}_{t}\right)$ can be rewritten as $\boldsymbol{y}_{t}=\mathcal{P}_{\Omega_{t}}\left(\boldsymbol{P}\left(\boldsymbol{P}^{\prime} \boldsymbol{P}_{(t)} \boldsymbol{a}_{t}\right)\right)+\boldsymbol{v}_{t}$ where $\boldsymbol{v}_{t}=\mathcal{P}_{\Omega_{t}}\left(\boldsymbol{P}_{(t)} \boldsymbol{a}_{t}-\boldsymbol{P}\left(\boldsymbol{P}^{\prime} \boldsymbol{P}_{(t)}\right) \boldsymbol{a}_{t}\right)$. A similar argument can be extended to any set of $\alpha$ frames.

As explained in earlier work on MC $[15,8,42]$, one way to ensure that $\boldsymbol{L}$ is not sparse is to assume that its left and right singular vectors are dense. This is the well-known incoherence or denseness assumption. Left singular vectors incoherent is nearly equivalent to imposing $\mu$-incoherence of the
$\boldsymbol{P}_{j}$ 's with $\mu$ being a numerical constant. As explained in [33, Remark 2.4], the following assumption on $\boldsymbol{a}_{t}$ 's is similar to right incoherence, and hence we call it "statistical right incoherence".

Definition 4.57 (Statistical Right Incoherence). We assume that the $\boldsymbol{a}_{t}$ 's are zero mean, i.e., $\mathbb{E}\left[\boldsymbol{a}_{t}\right]=0$; are mutually independent over time; have identical diagonal covariance matrix $\boldsymbol{\Lambda}$, i.e., that $\mathbb{E}\left[\boldsymbol{a}_{t} \boldsymbol{a}_{t}{ }^{\prime}\right]=\boldsymbol{\Lambda}$ with $\boldsymbol{\Lambda}$ diagonal; and are element-wise bounded. Element-wise bounded means that there exists a numerical constant $\mu \geq 1$, such that $\max _{i} \max _{t}\left(\boldsymbol{a}_{t}\right)_{i}^{2} \leq \mu \max _{t} \lambda_{\max }\left(\mathbb{E}\left[\boldsymbol{a}_{t} \boldsymbol{a}_{t}{ }^{\prime}\right]\right)$. This implies that the $\boldsymbol{a}_{t}$ 's are sub-Gaussian with sub-Gaussian norm bounded by $\mu \max _{t} \lambda_{\max }\left(\mathbb{E}\left[\boldsymbol{a}_{t} \boldsymbol{a}_{t}{ }^{\prime}\right]\right)=$ $\mu \lambda_{\max }(\boldsymbol{\Lambda})$. A simple example of element-wise bounded random vectors (r.v) is uniform r.v.s.

Motivated by the Robust PCA literature [36], one way to ensure that the missing entries are spread out is to bound the maximum fraction of missing entries in any row and in any column. We use max-miss-frac-row and max-miss-frac-col to denote these. Since NORST-miss is a minibatch approach that works on batches of $\alpha$ frames, we actually need to bound the maximum fraction of missing entries in any sub-matrix of $\boldsymbol{L}$ with $\alpha$ consecutive columns. We denote this by max-miss-frac-row ${ }_{\alpha}$. We precisely define these below.

Definition 4.58 (max-miss-frac-col, max-miss-frac-row ${ }_{\alpha}$ ). For a discrete time interval, $\mathcal{J}$, let

$$
\gamma(\mathcal{J}):=\max _{i=1,2, \ldots, n} \frac{1}{|\mathcal{J}|} \sum_{t \in \mathcal{J}} \mathbb{1}_{\left\{i \in \mathcal{T}_{t}\right\}}
$$

where $\mathbb{1}_{S}$ is the indicator function for statement $S$. Thus, $\sum_{t \in \mathcal{J}} \mathbb{1}_{\left\{i \in \mathcal{T}_{t}\right\}}$ counts the maximum number of missing entries in row $i$ of the sub-matix $\boldsymbol{L}_{\mathcal{J}}$ of the data matrix $\boldsymbol{L}:=\left[\boldsymbol{\ell}_{1}, \ell_{2}, \ldots, \ell_{d}\right]$. So, $\gamma(\mathcal{J})$ is the maximum fraction of missing entries in any row of $\boldsymbol{L}_{\mathcal{J}}$. Let $\mathcal{J}^{\alpha}$ denote a time interval of duration $\alpha$. Then, max-miss-frac-row ${ }_{\alpha}:=\max _{\mathcal{J}^{\alpha} \subseteq[1, d]} \gamma\left(\mathcal{J}^{\alpha}\right)$. Also, max-miss-frac-col $:=$ $\max _{t}\left|\mathcal{T}_{t}\right| / n$.

### 4.2 The NORST-miss algorithm and guarantees

We explain the basic algorithm next. We give and discuss the guarantee for the noise-free $\boldsymbol{v}_{t}=0$ case in Sec. 4.2.2. The corollary for the noisy case is given in Sec. 4.2.3. Extensions of basic NORST-miss are given in Sec. 4.2.4.

### 4.2.1 NORST-miss algorithm

The complete psedo-code for our algorithm is provided in Algorithm 8. After initialization, the algorithm iterates between a projected Least Squares $(L S)$ step and a Subspace Update (including Change Detect) step. Broadly, projected LS estimates the missing entries of $\boldsymbol{\ell}_{t}$ at each time $t$. Subspace update toggles between the "update" phase and the change "detect" phase. In the update phase, it improves the estimate of the current subspace using a short mini-batch of "filled in" versions of $\boldsymbol{\ell}_{t}$. In the detect phase, it uses these to detect subspace change.

Initialization: The algorithm starts in the "update" phase and with zero initialization: $\hat{\boldsymbol{P}}_{0} \leftarrow$ $\mathbf{0}_{n \times r}$. For the first $\alpha$ frames, the projected LS step (explained below) simply returns $\hat{\boldsymbol{\ell}}_{t}=\boldsymbol{y}_{t}$. Thus, a simpler way to understand the initialization is as follows: wait until $t=\alpha$ and then compute the first estimate of $\operatorname{span}\left(\boldsymbol{P}_{0}\right)$ as the $r$-SVD (matrix of top $r$ left singular vectors) of $\left[\boldsymbol{y}_{1}, \boldsymbol{y}_{2}, \ldots \boldsymbol{y}_{\alpha}\right]$. This step is solving a PCA with missing data problem which, as explained in [45], can be interpreted as a problem of PCA in sparse data-dependent noise. Because we assume that the number of missing entries at any time $t$ is small enough, and the set of missing entries changes sufficiently over time ${ }^{2}$, we can prove that this step gives a good first estimate of the subspace.

Projected LS: Recall that NORST-miss is a modification of NORST for robust ST from [33]. In robust ST, sudden subspace changes cannot be detected because these are confused for outliers. Its projected-LS step is thus deigned using a slow (small) subspace change assumption. However, as we will explain later, for the current missing data setting, it also works in case of sudden changes. Suppose that the previous subspace estimate, $\hat{\boldsymbol{P}}_{(t-1)}$, is a "good enough" estimate of the previous subspace $\boldsymbol{P}_{(t-1)}$. Under slow subspace change, it is valid to assume that $\operatorname{span}\left(\boldsymbol{P}_{(t-1)}\right)$ is either equal to or close to $\operatorname{span}\left(\boldsymbol{P}_{(t)}\right)$. Thus, under this assumption, it is a good idea to project $\boldsymbol{y}_{t}$ onto the orthogonal complement of $\hat{\boldsymbol{P}}_{(t-1)}$ because this will nullify most of $\boldsymbol{\ell}_{t}$, i.e., the not-nullified part of $\boldsymbol{\ell}_{t}, \boldsymbol{b}_{t}:=\boldsymbol{\Psi} \boldsymbol{\ell}_{t}$, will be small. Here $\boldsymbol{\Psi}:=\boldsymbol{I}-\hat{\boldsymbol{P}}_{(t-1)} \hat{\boldsymbol{P}}_{(t-1)}{ }^{\prime}$. Using this idea, we compute $\tilde{\boldsymbol{y}}_{t}:=\boldsymbol{\Psi} \boldsymbol{y}_{t}=\boldsymbol{\Psi}_{\mathcal{T}_{t}} \boldsymbol{z}_{t}+\boldsymbol{b}_{t}+\boldsymbol{\Psi} \boldsymbol{v}_{t}$. Estimating $\boldsymbol{z}_{t}$ can be interpreted as a LS problem $\min _{\boldsymbol{z}}\left\|\tilde{\boldsymbol{y}}_{t}-\boldsymbol{\Psi}_{\mathcal{T}_{t}} \boldsymbol{z}\right\|^{2}$.

[^20]Solving this gives

$$
\begin{equation*}
\hat{\boldsymbol{z}}_{t}=\left(\boldsymbol{\Psi}_{\mathcal{T}_{t}^{\prime}} \boldsymbol{\Psi}_{\mathcal{T}_{t}}\right)^{-1} \boldsymbol{\Psi}_{\mathcal{T}_{t}}{ }_{\boldsymbol{\boldsymbol { y }}}^{t} \text {. } \tag{4.3}
\end{equation*}
$$

Next, we use to this to compute $\hat{\boldsymbol{\ell}}_{t}=\boldsymbol{y}_{t}-\boldsymbol{I}_{\mathcal{T}_{t}} \hat{\boldsymbol{z}}_{t}$. Observe that the missing entries $\boldsymbol{z}_{t}$ are recoverable as long as $\boldsymbol{\Psi}_{\mathcal{T}_{t}}$ is well-conditioned. A necessary condition for this is $(n-r)>\left|\mathcal{T}_{t}\right|$. As we will see later, a sufficient condition is $\left|\mathcal{T}_{t}\right|<c n / r$ because this ensures that the restricted isometry constant (RIC) [6] of $\boldsymbol{\Psi}$ of level $\left|\mathcal{T}_{t}\right|$ is small.

In settings where $\operatorname{span}\left(\boldsymbol{P}_{(t-1)}\right)$ is not close to $\operatorname{span}\left(\boldsymbol{P}_{(t)}\right)$ (sudden subspace change), the above approach still works. Of course, in this case, it is not any better (or worse) than re-initialization to zero, because, in this case, $\left\|\boldsymbol{\Psi} \ell_{t}\right\|$ is of the same order as $\left\|\ell_{t}\right\|$. We can use the same arguments as those used for the initialization step to argue that the first subspace update works even in this case.

Subspace Update: The $\hat{\ell_{t}}$ 's are used for subspace update. In its simplest (and provably correct) form, this is done once every $\alpha$ frames by $r$-SVD on the matrix formed by the previous $\alpha \hat{\ell}_{t}$ 's. Let $\hat{t}_{j}$ be the time at which the $j$-th subspace change is detected (let $\hat{t}_{0}:=0$ ). For each $k=1,2, \ldots, K$, at $t=\hat{t}_{j}+k \alpha-1$, we compute the $r$-SVD of $\hat{\boldsymbol{L}}_{t ; \alpha}$ to get $\hat{\boldsymbol{P}}_{j, k}$ ( $k$-th estimate of subspace $\left.\boldsymbol{P}_{j}\right)$. After $K$ such updates, i.e., at $t=\hat{t}_{j}+K \alpha-1:=\hat{t}_{j, f i n}$ the update is complete and the algorithm enters the "detect" phase. Each update step is a PCA in sparse data-dependent noise problem. This allows us to use the result from [45] to show that, as long as the missing entries' set changes enough over time (max-miss-frac-row ${ }_{\alpha}$ is bounded for each interval), each update step reduces the subspace recovery error to 0.3 times its previous value. Thus, by setting $K=C \log (1 / \varepsilon)$, one can show that, after $K$ updates, the subspace is recovered to $\varepsilon$ accuracy.

Subspace change detect: To simply understand the detection strategy, assume that the previous subspace $\boldsymbol{P}_{j-1}$ has been estimated to $\varepsilon$ accuracy by $t=\hat{t}_{j-1, f i n}=\hat{t}_{j-1}+K \alpha-1$ and denote it by $\hat{\boldsymbol{P}}_{j-1}:=\hat{\boldsymbol{P}}_{j-1, K}$. Also assume that $\boldsymbol{v}_{t}=0$. At every $t=\hat{t}_{j-1, f i n}+u \alpha-1, u=1,2, \ldots$, we detect change by checking if the maximum singular value of the matrix $\left(\boldsymbol{I}-\hat{\boldsymbol{P}}_{j-1} \hat{\boldsymbol{P}}_{j-1}{ }^{\prime}\right) \hat{\boldsymbol{L}}_{t ; \alpha}$ is above a pre-set threshold, $\sqrt{\omega_{\text {evals }} \alpha}$, or not. This works because, if the subspace has not changed, this matrix will have all singular values of order $\varepsilon \sqrt{\lambda^{+}}$. If it has changed, its largest singular value
will be at least $\operatorname{SE}\left(\boldsymbol{P}_{j-1}, \boldsymbol{P}_{j}\right) \sqrt{\lambda^{-}}$. By picking $\varepsilon$ small enough, one can ensure that, whp, all changes are detected.

NORST-miss-smoothing for MC: The above is the tracking/online/filtering mode of NORST-miss. It outputs an estimate of $\boldsymbol{\ell}_{t}$ as soon as a new measurement vector $\boldsymbol{y}_{t}$ arrives and an estimate of the subspace every $\alpha$ frames. Notice that, order-wise, $\alpha$ is only a little more than $r$ which is the minimum delay needed to compute the subspace even if perfect data $\boldsymbol{y}_{t}=\boldsymbol{\ell}_{t}$ were available. Once an $\varepsilon$-accurate estimate of the current subspace is available, one can improve all past estimates of $\boldsymbol{\ell}_{t}$ to ensure that all estimates are $\varepsilon$-accurate. This is called the smoothing mode of operation. To be precise, this is done as given in line 25 of Algorithm 8. This allows us to get a completed matrix $\hat{\boldsymbol{L}}$ with all columns being $\varepsilon$-accurate.

Memory Complexity: In online or filtering mode, NORST-miss needs $\alpha=O(r \log n)$ frames of storage. In smoothing mode, it needs $\mathcal{O}((K+2) \alpha)=\mathcal{O}(r \log n \log (1 / \epsilon))$ frames of memory. Therefore its memory complexity, even in the smoothing mode, is just $\mathcal{O}(n r \log n \log (1 / \epsilon))$. Thus, it provides a nearly memory-optimal mini-batch solution for MC.

Algorithm parameters: The algorithm has 4 parameters: $r, K, \alpha$, and $\omega_{\text {evals }}$. Theoretically these are set as follows: assume that $r, \lambda^{+}, \lambda^{-}$are known and pick a desired recovery error $\varepsilon$. Set $\alpha=C_{1} f^{2} r \log n$ with $f=\lambda^{+} / \lambda^{-}, K=C_{2} \log (1 / \varepsilon)$ and $\omega_{\text {evals }}=c \lambda^{-}$with $c$ a small constant. We explain practical approaches in Sec 4.5.

### 4.2.2 Main Result: noise-free ST-miss and MC

First, for simplicity, consider the noise-free case, i.e., assume $\boldsymbol{v}_{t}=0$. Let $\Delta_{j}:=\operatorname{SE}\left(\boldsymbol{P}_{j-1}, \boldsymbol{P}_{j}\right)$.
Theorem 4.59 (NORST-miss, $\boldsymbol{v}_{t}=0$ case). Consider Algorithm 8. Let $\alpha:=C f^{2} r \log n, \boldsymbol{\Lambda}:=$ $\mathbb{E}\left[\boldsymbol{a}_{1} \boldsymbol{a}_{1}{ }^{\prime}\right], \lambda^{+}:=\lambda_{\max }(\boldsymbol{\Lambda}), \lambda^{-}:=\lambda_{\min }(\boldsymbol{\Lambda}), f:=\lambda^{+} / \lambda^{-}$.

Pick an $\varepsilon \leq \min \left(0.01,0.03 \min _{j} \operatorname{SE}\left(\boldsymbol{P}_{j-1}, \boldsymbol{P}_{j}\right)^{2} / f\right)$. Let $K:=C \log (1 / \varepsilon)$. If

1. left and statistical right incoherence: $\boldsymbol{P}_{j}$ 's are $\mu$-incoherent and $\boldsymbol{a}_{t}$ 's satisfy statistical right incoherence (Definition 4.57);
2. max-miss-frac-col $\leq \frac{c_{1}}{\mu r}$, max-miss-frac-row ${ }_{\alpha} \leq \frac{c_{2}}{f^{2}}$;
3. subspace change: assume $t_{j+1}-t_{j}>C r \log n \log (1 / \varepsilon)$;
4. $\boldsymbol{a}_{t}$ 's are independent of the set of missing entries $\mathcal{T}_{t}$;
then, with probability (w.p.) at least $1-10 d n^{-10}$,
5. subspace change is detected quickly: $t_{j} \leq \hat{t}_{j} \leq t_{j}+2 \alpha$,
6. the subspace recovery error satisfies

$$
\operatorname{SE}\left(\hat{\boldsymbol{P}}_{(t)}, \boldsymbol{P}_{(t)}\right) \leq \begin{cases}\left(\varepsilon+\Delta_{j}\right) & \text { if } t \in \mathcal{J}_{1} \\ (0.3)^{k-1}\left(\varepsilon+\Delta_{j}\right) & \text { if } t \in \mathcal{J}_{k} \\ \varepsilon & \text { if } t \in \mathcal{J}_{K+1}\end{cases}
$$

3. and $\left\|\hat{\boldsymbol{\ell}}_{t}-\boldsymbol{\ell}_{t}\right\| \leq 1.2\left(\operatorname{SE}\left(\hat{\boldsymbol{P}}_{(t)}, \boldsymbol{P}_{(t)}\right)+\varepsilon\right)\left\|\boldsymbol{\ell}_{t}\right\|$.

Here $\mathcal{J}_{0}:=\left[t_{j}, \hat{t}_{j}+\alpha\right), \mathcal{J}_{k}:=\left[\hat{t}_{j}+k \alpha, \hat{t}_{j}+(k+1) \alpha\right)$ and $\mathcal{J}_{K+1}:=\left[\hat{t}_{j}+(K+1) \alpha, t_{j+1}\right)$ and $\Delta_{j}:=\mathrm{SE}\left(\boldsymbol{P}_{j-1}, \boldsymbol{P}_{j}\right)$.

The memory complexity is $\mathcal{O}(n r \log n \log (1 / \varepsilon))$ and the time complexity is $\mathcal{O}(n d r \log (1 / \varepsilon))$.
Corollary 4.60 (NORST-miss for MC). Under the assumptions of Theorem 4.59, NORST-misssmoothing (line 25 of Algorithm 8) satisfies $\left\|\hat{\boldsymbol{\ell}}_{t}-\boldsymbol{\ell}_{t}\right\| \leq \varepsilon\left\|\boldsymbol{\ell}_{t}\right\|$ for all $t$. Thus, $\|\hat{\boldsymbol{L}}-\boldsymbol{L}\|_{F} \leq \varepsilon\|\boldsymbol{L}\|_{F}$.

The proof is similar to that given in [33] for the correctness of NORST for robust ST. Please see the Appendix for the changes.

For the purpose of this discussion, we treat the condition number $f$ and the incoherence parameter $\mu$ as constants. The above result proves that NORST-miss tracks piecewise constant subspaces to $\epsilon$ accuracy, within a delay that is near-optimal, under the following assumptions: left and "statistical" right incoherence holds; the fraction of missing entries in any column of $\boldsymbol{L}$ is $\mathcal{O}(1 / r)$ while that in any row (of $\alpha$-consecutive column sub-matrices of it) is $\mathcal{O}(1)$. Moreover, "smoothing mode" NORST-miss returns $\varepsilon$-accurate estimates of each $\boldsymbol{\ell}_{t}$ and thus also solves the MC problem. Even in this mode, it has near-optimal memory complexity and is order-wise as fast as vanilla PCA. The above result is the first complete guarantee for ST-miss. Also, unlike past work, it can deal
with piecewise constant subspaces while also automatically reliably detecting subspace change with a near-optimal delay.

Consider the total number of times a subspace can change, $J$. Since we need the subspace to be constant for at least $(K+3) \alpha$ frames, $J$ needs to satisfy $J(K+3) \alpha \leq d$. Since we need $(K+3) \alpha$ to be at least $C r \log n \log (1 / \varepsilon)$, this means that $J$ must satisfy

$$
J \leq c \frac{d}{r \log n \log (1 / \varepsilon)}
$$

This, in turn, implies that the rank of the entire matrix, $r_{L}$, can be at most ${ }^{6}$

$$
r_{L}=r J \leq c \frac{d}{\log n \log (1 / \varepsilon)} .
$$

Observe that this upper bound is nearly linear in $d$. This is what makes our corollary for MC interesting. It implies that we can recover $\boldsymbol{L}$ to $\varepsilon$ accuracy even in this nearly linearly growing rank regime, of course only if the subspace changes are piecewise constant with time and frequent enough so that $J$ is close to its upper bound. In contrast, existing MC guarantees, these require left and right incoherence of $\boldsymbol{L}$ and a Bernoulli model on observed entries with observation probability $m / n d$ where $m$ is the required number of observed entries on average. The convex solution [42] needs $m=C n r_{L} \log ^{2} n$ while the best non-convex solution [11] needs $m=C n r_{L}^{2} \log ^{2} n$ observed entries. The non-convex approach is much faster, but its required $m$ depends on $r_{L}^{2}$ instead of $r_{L}$ in the convex case. See Sec. 4.3 for a detailed discussion, and Table 4.3 for a summary of it. On the other hand, our missing fraction bounds imply that the total number missing entries needs to at most $\min (n d \cdot$ max-miss-frac-row, $d n \cdot$ max-miss-frac-col $)=c \frac{n d}{r}$, or that we need at least $m=(1-c / r) n d$ observed entries.

If subspace changes are infrequent ( $J$ is small) so that $r_{L} \approx r \ll d$, our requirement on observed entries is much stronger than what existing MC approaches need. However, suppose that $J$ equals its allowed upper bound so that $r_{L}=c \frac{d}{\log n \log (1 / \varepsilon)}$; but $r$ is small, say $r=\log n$. In this setting, we need $n d(1-c / \log n)$ while the convex MC solution needs $c n \frac{d}{\log n \log (1 / \varepsilon)} \log ^{2} n=c n d \frac{\log n}{\log (1 / \varepsilon)}$. If $\varepsilon=1 / n$, this is $c \cdot n d$, if $\varepsilon$ is larger, this is even larger than $c \cdot n d$. Thus, in this regime, our requirement on $m$ is only a little more stringent. Our advantage is that we do not require a

Bernoulli (or any probability) model on the observed entries' set and our approach is much faster, memory-efficient, and nearly delay-optimal. This is true both theoretically and in practice; see Tables 4.3 and 4.6. If we consider non-convex MC solutions, they are much faster, but they cannot work in this nearly linear rank regime at all because they will need $C n d^{2} / \log ^{2} n$ observed entries, which is not possible.

A possible counter-argument to the above can be: what if one feeds smaller batches of data to an MC algorithm. Since the subspace change times are not known, it is not clear how to do this. One could feed in batches of size $K \alpha$ which is the memory size used by NORST-miss-smoothing. Even in this case the discussion is the same as above. To simplify writing suppose that $\varepsilon=1 / n$. The convex solution will need $m=c n\left(C r \log ^{2} n\right)$ observed entries for a matrix of size $n \times\left(C r \log ^{2} n\right)$. Thus $m$ required is again linear in the matrix size. NORST-miss-smoothing will need this number to be $(1-c / r) n\left(C r \log ^{2} n\right)$ which is again only slightly worse when $r$ is small. The non-convex methods will again not work.

The Bernoulli model on the observed entries' set can often be an impractical requirement. For example, erasures due to transmission errors or image/video degradation often come in bursts. Similarly video occlusions by foreground objects are often slow moving or occasionally static, rather than being totally random. Our guarantee does not require the Bernoulli model but the tradeoff is that, in general, it needs more observed entries. A similar tradeoff is observed in the robust PCA literature. The guarantee of [7] required a uniform random or Bernoulli model on the outlier supports, but tolerated a constant fraction of corrupted entries. In other words it needed the number of uncorrupted entries to be at least $c \cdot n d$. Later algorithms such as AltProj [36] did not require any random model on outlier support but needed the number of un-corrupted entries to be at least $(1-c / r) n d$ which is a little more stringent requirement.

### 4.2.3 Main Result - ST-miss and MC with noise

So far we gave a result for ST-miss and MC in the noise-free case. A more practical model is one that allows for small unstructured noise (modeling error). Our result also extends to this
case with one extra assumption. In the noise-free case, there is no real lower bound on the amount of subspace change required for reliable detection. Any nonzero subspace change can be detected (and hence tracked) as long as the previous subspace is recovered to $\varepsilon$ accuracy with $\varepsilon$ small enough compared to the amount of change. If the noise $\boldsymbol{v}_{t}$ is such that its maximum covariance in any direction is smaller than $\varepsilon^{2} \lambda^{-}$, then Theorem 4.59 and Corollary 4.60 hold with almost no changes. If the noise is larger, as we will explain next, we will need the amount of subspace change to be larger than the noise-level. Also, we will be able to track the subspaces only up to accuracy equal to the noise level.

Suppose that the noise $\boldsymbol{v}_{t}$ is bounded. Let $\lambda_{v}^{+}:=\left\|\mathbb{E}\left[\boldsymbol{v}_{t} \boldsymbol{v}_{t}{ }^{\prime}\right]\right\|$ be the noise power and let $r_{v}:=$ $\max _{t}\left\|\boldsymbol{v}_{t}\right\|^{2} / \lambda_{v}^{+}$be the effective noise dimension. Trivially, $r_{v} \leq n$. To understand things simply, first suppose that the subspace is fixed. If the noise is isotropic (noise covariance is a multiple of identity), then, as correctly pointed out by an anonymous reviewer, one can achieve noise-averaging in the PCA step by picking $\alpha$ large enough: it needs to grow as ${ }^{3} n\left(\lambda_{v}^{+} / \lambda^{-}\right) / \varepsilon^{2}$. Isotropic noise is the most commonly studied setting for PCA, but it is not the most practical. In the more practical non-isotropic noise case, it is not even possible to achieve noise-averaging by increasing $\alpha$. In this setting, with any choice of $\alpha$, the subspace can be recovered only up to the noise level, i.e., we can only achieve recovery accuracy $c \lambda_{v}^{+} / \lambda^{-}$. If we are satisfied with slightly less accurate estimates, i.e., if we set $\varepsilon=c \sqrt{\frac{\lambda_{\dot{c}}^{+}}{\lambda^{-}}}$, and if the effective noise dimension $r_{v}=C r$, then the required value of $\alpha$ does not change from what it is in Theorem 4.59. Now consider the changing subspace setting. We can still show that we can detect subspace changes that satisfy $0.03 \min _{j} \operatorname{SE}\left(\boldsymbol{P}_{j-1}, \boldsymbol{P}_{j}\right)^{2} / f \geq \varepsilon$, but now $\varepsilon=c \sqrt{\frac{\lambda_{0}^{+}}{\lambda^{-}}}$. This imposes a non-trivial lower bound on the amount of change that can be detected. The above discussion is summarized in the following corollary.

Corollary 4.61 (ST-miss and MC with $\boldsymbol{v}_{t} \neq 0$ ). Suppose that $\boldsymbol{v}_{t}$ is bounded, mutually independent and identically distributed (iid) over time, and is independent of the $\boldsymbol{\ell}_{t}$ 's. Define $\lambda_{v}^{+}:=\left\|\mathbb{E}\left[\boldsymbol{v}_{t} \boldsymbol{v}_{t}^{\prime}\right]\right\|$ and $r_{v}:=\frac{\max _{t}\left\|\boldsymbol{v}_{t}\right\|^{2}}{\lambda_{v}^{+}}$.

[^21]- If $r_{v}=C r$ and $\lambda_{v}^{+} \leq c \varepsilon^{2} \lambda^{-}$, then the results of Theorem 4.59 and Corollary 4.60 hold without any changes.
- For a general $\lambda_{v}^{+}$, we have the following modified result. Suppose that $r_{v}=C r$, $\min _{j} \operatorname{SE}\left(\boldsymbol{P}_{j-1}, \boldsymbol{P}_{j}\right)^{2} \geq C f \sqrt{\frac{\lambda_{v}^{+}}{\lambda^{-}}}$, and conditions 1, 2, 3 of Theorem 4.59 hold. Then all conclusions of Theorem 4.59 and Corollary 4.60 hold with $\varepsilon=c \sqrt{\frac{\lambda_{\nu}^{+}}{\lambda^{-}}}$.
- For a general $r_{v}$, if we set $\alpha=C f^{2} \max \left(r \log n, \min \left(n, r_{v} \log n\right)\right)$ then the above conclusions hold.

If the noise is isotropic, the next corollary shows that we can track to any accuracy $\varepsilon$ by increasing the value of $\alpha$. It is not interesting from a tracking perspective because its required value of $\alpha$ is much larger. However, it provides a result that is comparable to the result for streaming PCA with missing data from [32] that we discuss later.

Corollary 4.62 (ST-miss and MC, isotropic noise case). If the noise $\boldsymbol{v}_{t}$ is isotropic (so that $r_{v}=n$ ), then, for any desired recovery error level $\varepsilon$, if $\alpha=C n \frac{\frac{\lambda_{\nu}^{+}}{\lambda^{-}}}{\varepsilon^{2}}$, and all other conditions of Theorem 4.59 hold, then all conclusions of Theorem 4.59 and Corollary 4.60 hold.

We should mention here that the above discussion and results assume that PCA is solved via a simple SVD step (compute top $r$ left singular vectors). In the non-isotropic noise case, if its covariance matrix were known (or could be estimated), then one can replace simple SVD by prewhitening techniques followed by SVD, in order to get results similar to the isotropic noise case, e.g., see [29].

### 4.2.4 Extensions of basic NORST-miss

Sample-Efficient-NORST-miss. This is a simple modification of NORST-miss that will reduce its sample complexity. The reason that NORST-miss needs many more observed entries is because of the projected LS step which solves for the missing entries vector, $\boldsymbol{z}_{t}$, after projecting $\boldsymbol{y}_{t}$ orthogonal to $\hat{\boldsymbol{P}}_{(t-1)}$. This step is computing the pseudo-inverse of $\left(\boldsymbol{I}-\hat{\boldsymbol{P}}_{(t-1)} \hat{\boldsymbol{P}}_{(t-1)}{ }^{\prime}\right)_{\mathcal{T}_{t}}$. Our bound on max-miss-frac-col helps ensure that this matrix is well conditioned for any set
$\mathcal{T}_{t}$ of size at most max-miss-frac-col $\cdot n$. Notice however that we prove that NORST-miss recovers $\boldsymbol{P}_{j}$ to $\epsilon$ accuracy with a delay of just $(K+2) \alpha=C r \log n \log (1 / \epsilon)$. Once the subspace has been recovered to $\varepsilon$ accuracy, there is no need to use projected LS to recover $\boldsymbol{z}_{t}$. One just needs to recover $\boldsymbol{a}_{t}$ given a nearly perfect subspace estimate and the observed entries. This can be done more easily as follows (borrows PETRELS idea): let $\hat{\boldsymbol{P}}_{(t)} \leftarrow \hat{\boldsymbol{P}}_{(t-1)}$, solve for $\boldsymbol{a}_{t}$ as $\hat{\boldsymbol{a}}_{t}:=\left(\boldsymbol{I}_{\Omega_{t}}{ }^{\prime} \hat{\boldsymbol{P}}_{(t)}\right)^{\dagger} \boldsymbol{I}_{\Omega_{t}}{ }^{\prime} \boldsymbol{y}_{t}$, and set $\hat{\boldsymbol{\ell}}_{t} \leftarrow \hat{\boldsymbol{P}}_{(t)} \hat{\boldsymbol{a}}_{t}$. Recall here that $\Omega_{t}=\mathcal{T}_{t}^{c}$. If the set of observed or missing entries was i.i.d. Bernoulli for just the later time instants, this approach will only need $\Omega\left(r \log r \log ^{2} n\right)$ samples at each time $t$, whp. This follows from [2, Lemma 3]. Suppose that $\varepsilon=1 / n$, then $K \alpha=C r \log ^{2} n$. Let $d_{j}:=t_{j+1}-t_{j}$ denote the duration for which the subspace is $\boldsymbol{P}_{j}$. Thus $\sum_{j} d_{j}=d$. Also recall that $r_{L} \leq r J$. Thus, with this approach, the number of observed entries needed is $m=\Omega\left(\sum_{j=1}^{J}\left(n(1-c / r) K \alpha+C r \log r \log ^{2} n\left(d_{j}-K \alpha\right)\right)\right)=$ $\Omega\left(\sum_{j}\left[n(1-c / r) r \log ^{2} n+d_{j} r \log r \log ^{2} n\right]\right)=\Omega\left(\max (n, d) r_{L} \log ^{2} n(\log r-c / r)\right)$ as long as the observed entries follow the i.i.d. Bernoulli model for the time after the first $K \alpha$ time instants after a subspace change. Or, we need the observed entries to be i.i.d. Bernoulli $(1-c / r)$ for first $K \alpha$ frames and i.i.d. Bernoulli $\left(r \log ^{2} n \log r / n\right)$ afterwards. Observe that the $m$ needed by sample-efficient-NORST-miss is only $(\log r-c / r)$ times larger than the best sample complexity needed by any MC technique - this is the convex methods (nuclear norm min). However sample-efficient-NORST-miss is much faster and memory-efficient compared to nuclear norm min.

NORST-sliding-window. In the basic NORST approach we use a different set of estimates $\hat{\boldsymbol{\ell}}_{t}$ for each subspace update step. So, for example, the first subspace estimate is computed at $\hat{t}_{j}+\alpha-1$ using $\hat{\boldsymbol{L}}_{\hat{t}_{j}+\alpha-1 ; \alpha}$; the second is computed at $\hat{t}_{j}+2 \alpha-1$ using $\hat{\boldsymbol{L}}_{\hat{t}_{j}+2 \alpha-1 ; \alpha}$; and so on. This is done primarily to ensure mutual independence of the set of $\ell_{t}$ 's in each interval because this is what makes the proof easier (allows use of matrix Bernstein for example). However, in practice, we can get faster convergence to an $\epsilon$-accurate estimate of $\boldsymbol{P}_{j}$, by removing this restriction. This approach is of course motivated by the sliding window idea that is ubiquitous in signal processing. For any sliding-window method, there is the window length which we keep as $\alpha$ and the hop-length which we denote by $\beta$.

Thus, NORST-sliding-window $(\beta)$ is Algorithm 8 with the following change: compute $\hat{\boldsymbol{P}}_{j, 1}$ using $\hat{\boldsymbol{L}}_{\hat{t}_{j}+\alpha-1 ; \alpha}$; compute $\hat{\boldsymbol{P}}_{j, 2}$ using $\hat{\boldsymbol{L}}_{\hat{t}_{j}+\alpha+\beta-1 ; \alpha}$; compute $\hat{\boldsymbol{P}}_{j, 3}$ using $\hat{\boldsymbol{L}}_{\hat{t}_{j}+\alpha+2 \beta-1 ; \alpha}$; and so on. Clearly $\beta<\alpha$ and $\beta=\alpha$ returns the basic NORST-miss.

NORST-buffer. Another question if we worry only about practical performance is whether re-using the same $\alpha$ data samples $\boldsymbol{y}_{t}$ in the following way helps: At $t=\hat{t}_{j}+k \alpha-1$, the $k$-th estimate is improved $R$ times as follows. First we obtain $\hat{\boldsymbol{L}}_{t ; \alpha}:=\left[\hat{\boldsymbol{\ell}}_{t-\alpha+1}, \hat{\boldsymbol{\ell}}_{t-\alpha+2}, \ldots \hat{\boldsymbol{\ell}}_{t}\right]$ which are used to compute $\hat{\boldsymbol{P}}_{j, k}$ via $r$-SVD. Let us denote this by $\hat{\boldsymbol{P}}_{j, k}^{0}$. Now, we use this estimate to obtain a second, and slightly more refined estimate of the same $\boldsymbol{L}_{t ; \alpha}$. We denote these as $\hat{\boldsymbol{L}}_{t ; \alpha}^{(1)}$ and use this estimate to get $\hat{\boldsymbol{P}}_{j, k}^{(1)}$. This process is repeated for a total of $R+1$ (reuse) times. We noticed that using $R=4$ suffices in most synthetic data experiments and for real data, $R=0$ (which reduces to the basic NORST algorithm) suffices. This variant has the same memory requirement as NORST-original. The time complexity, however, increases by a factor of $R+1$.

### 4.3 Detailed discussion of prior art

Streaming PCA with missing data, complete guarantee. The problem of streaming PCA with missing data was studied and a provable approach called modified block power method (MBPM) was introduced in [32]. A similar problem called "subspace learning with partial information" is studied in [20]. These give the following complete guarantee.

Theorem 4.63 (streaming PCA, missing data [32, 20]). Consider a data stream, for all $t=$ $1, \cdots, d, \boldsymbol{\ell}_{t}=A \boldsymbol{z}_{t}+\boldsymbol{w}_{t}$ where $\boldsymbol{z}_{t}$ are $r$ length vectors generated i.i.d from a distribution $\mathcal{D}$ s.t. $\mathbb{E}\left[\left(\boldsymbol{z}_{t}\right)_{i}\right]=0$ and $\mathbb{E}\left[\left(\boldsymbol{z}_{t}\right)_{i}^{2}\right]=1$ and $A$ is an $n \times r$ matrix with $S V D A=\boldsymbol{U} \boldsymbol{\Lambda} \boldsymbol{V}^{\prime}$ with $\lambda_{1}=1 \geq \lambda_{2} \geq$ $\cdots \lambda_{r}=\lambda^{-}>0$. The noise $\boldsymbol{w}_{t}$ is bounded: $\left|\left(\boldsymbol{w}_{t}\right)_{i}\right| \leq M_{\infty}$, and $\mathbb{E}\left[\left(\boldsymbol{w}_{t}\right)_{i}^{2}\right]=\sigma^{2}$. Assume that (i) A is $\mu$-incoherent; and (ii) we observe each entry of $\boldsymbol{\ell}_{t}$ independently and uniformly at random with probability $\rho$; this is the Bernoulli( $\rho$ ) model. If $d \geq \alpha$ with $\alpha:=$

$$
\Omega\left(\frac{M_{\infty}^{2}\left(r \mu^{2} / n+\sigma^{2}+n r^{2}\left(\mu^{2} / n+\sigma^{2}\right)^{2}\right)(\log n)^{2} \log (1 / \varepsilon)}{\log \left(\frac{\sigma^{2}+0.75 \lambda^{-}}{\sigma^{2}+0.5 \lambda^{-}}\right)\left(\lambda^{-}\right)^{2} \epsilon^{2} \rho^{2}}\right)
$$

then, $\mathrm{SE}\left(\hat{\boldsymbol{P}}_{(d)}, \boldsymbol{U}\right) \leq \epsilon$ w.p. at least 0.99.

There are many differences between this guarantee and ours: (i) it only recovers a single unknown subspace (since it is solving a PCA problem), and is unable to detect or track changes in the subspace; (ii) it requires the missing entries to follow the i.i.d. Bernoulli model; and (iii) it only provides a guarantee that the final subspace estimate, $\hat{\boldsymbol{P}}_{(d)}$, is $\epsilon$-accurate (it does not say anything about the earlier estimates). (iv) Finally, even with setting $\sigma^{2}=\epsilon^{2} \lambda^{-}$in the above (to simply compare its noise bound with ours), the required lower bound on $d$ implied by it is $d \geq C r^{2} \log ^{2} n \log (1 / \epsilon) / \rho^{2}$. This is $r \log n$ times larger than what our result requires. The lower bound on $d$ can be interpreted as the tracking delay in the setting of ST-miss. The Bernoulli model on missing entries is impractical in many settings as discussed earlier in Sec. 4.2.2. On the other hand, MBPM is streaming as well as memory-optimal while our approach is not streaming and only nearly memory optimal. For a summary, see Table 4.2. Here "streaming" means that it needs only one pass over the data. Our approach uses SVD which requires multiple passes over short batches of data of size of order $r \log n$.

ST-miss, partial guarantees. In the ST literature, there are three well-known algorithms for ST-miss: PAST [48, 49], PETRELS [12] and GROUSE [3, 4, 53, 38]. All are motivated by stochastic gradient descent (SGD) to solve the PCA problem and the Oja algorithm [37]. These and many others are described in detail in a review article on subspace tracking [1]. GROUSE can be understood as an extension of Oja's algorithm on the Grassmanian. It is a very fast algorithm since it only involves first order updates. It has been studied in $[3,4,53]$. The best partial guarantee for GROUSE rewritten in our notation is as follows.

Theorem 4.64 (GROUSE [4] (Theorem 2.14)). Assume that the subspace is fixed, i.e., that $\boldsymbol{P}_{(t)}=$ $\boldsymbol{P}$ for all $t$. Denote the unknown subspace by $\boldsymbol{P}$. Let $\epsilon_{t}:=\sum_{i=1}^{r} \sin ^{2} \theta_{i}\left(\hat{\boldsymbol{P}}_{(t)}, \boldsymbol{P}\right)$ where $\theta_{i}$ is the $i$-th largest principal angle between the two subspaces. Also, for a vector $\boldsymbol{z} \in \mathbb{R}^{n}$, let $\mu(\boldsymbol{z}):=\frac{n\|\boldsymbol{z}\|_{\infty}^{2}}{\|\boldsymbol{z}\|_{2}^{2}}$ quantify its denseness. Assume that (i) $\boldsymbol{P}$ is $\mu$-incoherent; (ii) the coefficients vector $\boldsymbol{a}_{t}$ is drawn independently from a standard Gaussian distribution, i.e., $\left(\boldsymbol{a}_{t}\right)_{i} \stackrel{i . i . d}{\sim} \mathcal{N}(0,1)$; (iii) the size of the set of observed entries at time $t, \Omega_{t}$, satisfies $\left|\Omega_{t}\right| \geq(64 / 3) r\left(\log ^{2} n\right) \mu \log (20 r)$; and the following assumptions on intermediate algorithm estimates hold:

- $\epsilon_{t} \leq \min \left(\frac{r \mu}{16 n}, \frac{q^{2}}{128 n^{2} r}\right)$;
- the residual at each time, $\boldsymbol{r}_{t}:=\boldsymbol{\ell}_{t}-\hat{\boldsymbol{P}}_{(t)} \hat{\boldsymbol{P}}_{(t)}^{\prime} \boldsymbol{\ell}_{t}$ is "dense", i.e., it satisfies $\mu\left(\boldsymbol{r}_{t}\right) \leq \min \left\{\log n\left[\frac{0.045}{\log 10} C_{1} r \mu \log (20 r)\right]^{0.5}, \log ^{2} n \frac{0.05}{8 \log 10} C_{1} \log (20 r)\right\}$ with probability at least $1-\bar{\delta}$ where $\bar{\delta} \leq 0.6$.

Then, $\mathbb{E}\left[\epsilon_{t+1} \mid \epsilon_{t}\right] \leq \epsilon_{t}-.32(.6-\bar{\delta}) \frac{q}{n r} \epsilon_{t}+55 \sqrt{\frac{n}{q}} \epsilon_{t}^{1.5}$.
Observe that the above result makes a denseness assumption on the residual $\boldsymbol{r}_{t}$ and the residual is a function of $\hat{\boldsymbol{P}}_{(t)}$. Thus it is making assumptions on intermediate algorithm estimates and hence is a partial guarantee.

In follow-up work, the PETRELS [12] approach was introduced. It is slower than GROUSE, but has much better performance in numerical experiments. To understand the main idea of PETRELS, let us ignore the small noise $\boldsymbol{v}_{t}$. Then, $\boldsymbol{y}_{t}$ can be expressed as $\boldsymbol{y}_{t}=\boldsymbol{I}_{\Omega_{t}} \boldsymbol{I}_{\Omega_{t}}{ }^{\prime} \ell_{t}=$ $\boldsymbol{I}_{\Omega_{t}} \boldsymbol{I}_{\Omega_{t}}{ }^{\prime} \boldsymbol{P}_{(t)} \boldsymbol{a}_{t}$. Let $\tilde{\boldsymbol{P}}:=\boldsymbol{P}_{(t)}$. If $\tilde{\boldsymbol{P}}$ were known, one could compute $\boldsymbol{a}_{t}$ by solving a LS problem to get $\hat{\boldsymbol{a}}_{t}:=\left(\boldsymbol{I}_{\Omega_{t}}{ }^{\prime} \tilde{\boldsymbol{P}}\right)^{\dagger} \boldsymbol{I}_{\Omega_{t}}{ }^{\prime} \boldsymbol{y}_{t}$. This of course implicitly assumes that $\boldsymbol{I}_{\Omega_{t}}{ }^{\prime} \tilde{\boldsymbol{P}}$ is well-conditioned. This matrix is of size $\left(n-\left|\mathcal{T}_{t}\right|\right) \times r$, thus a necessary condition for it to be well conditioned is the same as the one for NORST-miss: it also needs $n-\left|\mathcal{T}_{t}\right| \geq r$ although the required sufficient condition is different ${ }^{4}$. Of course $\tilde{\boldsymbol{P}}$ is actually unknown. PETRELS thus solves for $\tilde{\boldsymbol{P}}$ by solving the following

$$
\min _{\tilde{\boldsymbol{P}}} \sum_{m=1}^{t} \lambda^{t-m}\left\|\boldsymbol{y}_{m}-\boldsymbol{I}_{\Omega_{m}} \boldsymbol{I}_{\Omega_{m}}{ }^{\prime} \tilde{\boldsymbol{P}}\left(\boldsymbol{I}_{\Omega_{m}}{ }^{\prime} \tilde{\boldsymbol{P}}\right)^{\dagger} \boldsymbol{I}_{\Omega_{m}}{ }^{\prime} \boldsymbol{y}_{m}\right\|^{2}
$$

Here $\boldsymbol{M}^{\dagger}:=\left(\boldsymbol{M}^{\prime} \boldsymbol{M}\right)^{-1} \boldsymbol{M}^{\prime}$ and $\lambda$ is the discount factor (set to 0.98 in their code). To solve this efficiently, PETRELS first decomposes it into updating each row of $\tilde{\boldsymbol{P}}$, and then parallely solves the $n$ smaller problems by second-order SGD.

The best guarantee for PETRELS from [47] is summarized next.

Theorem 4.65 (PETRELS [47](Theorem 2)). Assume that the subspace is fixed, i.e., that $\boldsymbol{P}_{(t)}=\boldsymbol{P}$ for all $t$. Assume that (i) the set of observed entries are drawn from the i.i.d. Bernoulli model

[^22]with parameter $\rho$; (ii) the coefficients $\left(\boldsymbol{a}_{t}\right)$ 's are zero-mean random vectors with diagonal covariance $\boldsymbol{\Lambda}$ and all higher-order moments finite; (iii) the noise, $\boldsymbol{v}_{t}$ are i.i.d and independent of $\boldsymbol{a}_{t}$; (iv) the subspace $\boldsymbol{P}$ and the initial estimate $\hat{\boldsymbol{P}}_{0}$ satisfies the following incoherence assumption $\sum_{i=1}^{n} \sum_{j=1}^{r}(\boldsymbol{P})_{i j}^{4} \leq \frac{C}{n}$, and $\sum_{i=1}^{n} \sum_{j=1}^{r}\left(\hat{\boldsymbol{P}}_{0}\right)_{i j}^{4} \leq \frac{C}{n}$; (v) the step-size is appropriately chosen; and (v) the initialization satisfies $\mathbb{E}\left[\left\|\boldsymbol{Q}_{0}^{(n)}-\boldsymbol{Q}(0)\right\|_{2}\right] \leq \frac{C}{\sqrt{n}}$. Here $\boldsymbol{Q}_{0}^{(n)}:=\hat{\boldsymbol{P}}_{0}{ }^{\prime} \boldsymbol{P}$ denotes the matrix of initial cosine similarities and $\boldsymbol{Q}(\tau)$ is the "scaling limit" which is defined as the solution of the following coupled ordinary differential equations:
\[

$$
\begin{aligned}
\frac{d}{d \tau} \boldsymbol{Q}(\tau)= & {\left[\rho \boldsymbol{\Lambda}^{2} \boldsymbol{Q}(\tau)-1 / 2 \boldsymbol{Q}(t) \boldsymbol{G}(\tau)-\right.} \\
& \left.\boldsymbol{Q}(\tau)(\boldsymbol{I}-1 / 2 \boldsymbol{G}(\tau)) \boldsymbol{Q}^{\prime}(\tau) \rho \boldsymbol{\Lambda}^{2} \boldsymbol{Q}(\tau)\right] \boldsymbol{G}(\tau) \\
\frac{d}{d \tau} \boldsymbol{G}(\tau)= & \boldsymbol{G}(\tau)\left[\mu-\boldsymbol{G}(\tau)(\boldsymbol{G}(\tau)+\boldsymbol{I})\left(\boldsymbol{Q}^{\prime}(\tau) \rho \boldsymbol{\Lambda}^{2} \boldsymbol{Q}(\tau)+\boldsymbol{I}\right)\right]
\end{aligned}
$$
\]

where $\rho$ is the subsampling ratio and $\mu=n(1-\lambda)$ where $\lambda$ is the discount parameter defined earlier. Then, for any fixed $d>0$, the time-varying cosine similarity matrix $\boldsymbol{Q}_{\lfloor n \tau\rfloor}^{(n)}=\hat{\boldsymbol{P}}_{(\lfloor n \tau\rfloor)}{ }^{\prime} \boldsymbol{P}$ satisfies $\sup _{n \geq 1} \mathbb{E}\left[\left\|\boldsymbol{Q}_{\lfloor n \tau\rfloor}^{(n)}-\boldsymbol{Q}(\tau)\right\|\right] \leq \frac{C_{d}}{\sqrt{n}}$.

For further details, please refer to [47, Eq's 29, 33, 34]. The above is a difficult result to further simplify since, even for $r=1$, it is not possible to obtain a closed form solution of the above differential equation. This is why it is impossible to say what this result says about $\operatorname{SE}\left(\hat{\boldsymbol{P}}_{(t)}, \boldsymbol{P}\right)$ or any other error measure. Hence the above is also a partial guarantee. [47] also provides a guarantee for GROUSE that has a similar flavor to the above result.

Online MC, different model. There are a few works with the term online MC in their title and a reader may wrongly confuse these as being solutions to our problem. All of them study very different "online" settings than ours, e.g., [25] assumes one matrix entry comes in at a time. The work of [27] considers a problem of designing matrix sampling schemes based on current estimates of the matrix columns. This is useful only in settings where one is allowed to choose which samples to observe. This is often not possible in applications such as video analytics.
MC. There has been a very large amount of work on provable MC. We do not discuss everything here since MC is not the main focus of this work. The first guarantee for MC was provided in
[15]. This studied the nuclear norm minimization (NNM) solution. After NNM, there has been much later work on non-convex, and hence faster, provable solutions: alternating-minimization, e.g., $[26,35,43,21]$, and projected gradient descent (proj GD), e.g., $[23,18,17]$ and alternatingprojection [24, 28]. All these works assume a uniform random or i.i.d. Bernoulli model on the set of missing entries (both are nearly equivalent for large $n, d$ ). There has been some later work that relaxes this assumption. This includes [9, 16] which assumes independent but not identical probability of the ( $\mathrm{i}, \mathrm{j}$ )-th entry being missed. The authors allow this probability to be inversely proportional to row and column "leverage scores" (quantifies denseness of a row or a column of $\boldsymbol{L})$ and hence allows the relaxing of the incoherence requirement on $\boldsymbol{L}$. If leverage scores were known, one could sample more frequently from rows or columns that are less dense (more sparse). Of course it is not clear how one could know or approximate these scores. There is also work that assumes a completely different probabilistic models on the set of observed entries, e.g., [5]. In summary, all existing MC works need a probabilistic model on the set of observed (equivalently, missed) entries, typically i.i.d. Bernoulli. As noted earlier this can be an impractical requirement in some applications. Our work does not make any such assumption but needs more observed entries, a detailed discussion of this is provided earlier.

NORST for robust ST [33]. While both the NORST-miss algorithm and guarantee are simple modifications of those for NORST for robust ST, our current result has two important advantages because it solves a simpler problem than robust ST. Since there are no outliers, there is no need for the amount of subspace change or the initial estimate's accuracy to be smaller than the outlier magnitude lower bound. This was needed in the robust ST case to obtain an estimate of the outlier support $\mathcal{T}$. Here, this support is known. This is why NORST-miss has the following two advantages. (i) It works with a zero initialization where as NORST (for robust ST) required a good enough initialization for which AltProj or PCP needed to be applied on an initial short batch of observed data. (ii) It does not need an upper bound on the amount of subspace change at each $t_{j}$, it allows both slow and sudden changes.

### 4.4 Robust ST with missing entries

Robust ST with missing entries (RST-miss) is a generalization of robust ST and of ST-miss. In this case, we observe $n$-dimensional data vectors that satisfy

$$
\begin{equation*}
\boldsymbol{y}_{t}=\mathcal{P}_{\Omega_{t}}\left(\boldsymbol{\ell}_{t}+\boldsymbol{g}_{t}\right)+\boldsymbol{v}_{t}, \text { for } t=1,2, \ldots, d \tag{4.4}
\end{equation*}
$$

where $\boldsymbol{g}_{t}$ 's are the sparse outliers. Let $\boldsymbol{x}_{t}:=\mathcal{P}_{\Omega_{t}}\left(\boldsymbol{g}_{t}\right)$. We use $\mathcal{T}_{\text {sparse }, t}$ to denote the support of $\boldsymbol{x}_{t}$. This is the part of the outliers that actually corrupt our measurements, thus in the sequel we will only work with $\boldsymbol{x}_{t}$. With $\boldsymbol{x}_{t}$ defined as above, $\boldsymbol{y}_{t}$ can be expressed as

$$
\begin{equation*}
\boldsymbol{y}_{t}=\mathcal{P}_{\Omega_{t}}\left(\boldsymbol{\ell}_{t}\right)+\boldsymbol{x}_{t}+\boldsymbol{v}_{t} \tag{4.5}
\end{equation*}
$$

Observe that, by definition, $\boldsymbol{x}_{t}$ is supported outside of $\mathcal{T}_{t}$ and hence $\mathcal{T}_{t}$ and $\mathcal{T}_{\text {sparse,t }}$ are disjoint. Defining the $n \times d$ matrix $L:=\left[\ell_{1}, \ell_{2}, \ldots \ell_{d}\right]$, the above is a robust MC problem.

The main modification needed in this case is outlier support recovery. The original NORST for robust ST [33] used $l_{1}$ minimization followed by thresholding based support recovery for this purpose. In this case, the combined sparse vector is $\tilde{\boldsymbol{x}}_{t}:=\boldsymbol{x}_{t}-\boldsymbol{I}_{\mathcal{T}_{t}} \boldsymbol{I}_{\mathcal{T}_{t}}{ }^{\prime} \ell_{t}$. Support recovery in this case is thus a problem of sparse recovery with partial support knowledge $\mathcal{T}_{t}$. In this case, we can still use $l_{1}$ minimization followed by thresholding. However a better approach is to use noisy modified-CS [44,52] which was introduced to exactly solve this problem. We use the latter. The second modification needed is that, just like in case of robust ST, we need an accurate subspace initialization. To get this, we can use the approach used in robust ST [33]: for the initial $C r \log n \log (1 / \varepsilon)$ samples, use the AltProj algorithm for robust PCA (while ignoring the knowledge of $\mathcal{T}_{t}$ for this initial period). We summarize the approach in Algorithm 9.

We have the following guarantee for NORST-miss-robust. Let max-outlier-frac-row ${ }_{\alpha}$ be the maximum fraction of outliers per row of any sub-matrix of $\boldsymbol{X}$ with $\alpha$ consecutive columns; max-outlier-frac-col be the maximum fraction of outlier per column of $\boldsymbol{X}$. Also define $x_{\min }:=$ $\min _{t} \min _{i \in \mathcal{T}_{\text {sparse }, t}}\left|\left(\boldsymbol{x}_{t}\right)_{i}\right|$ to denote the minimum outlier magnitude and let $\Delta:=\max _{j} \Delta_{j}=$ $\max _{j} \operatorname{SE}\left(\boldsymbol{P}_{j-1}, \boldsymbol{P}_{j}\right)$.

Corollary 4.66. Consider Algorithm 9. Assume all conditions of Theorem 4.59 hold and

1. max-miss-frac-col +2 . max-outlier-frac-col $\leq \frac{c_{1}}{\mu r} ;$ and max-miss-frac-row ${ }_{\alpha}+$ max-outlier-frac-row $w_{\alpha} \leq \frac{c_{2}}{f^{2}} ;$
2. subspace change:
(a) $t_{j+1}-t_{j}>(K+2) \alpha$, and
(b) $\Delta \leq 0.8$ and $C_{1} \sqrt{r \lambda^{+}}(\Delta+2 \varepsilon) \leq x_{\text {min }}$
3. initialization satisfies $\mathrm{SE}\left(\hat{\boldsymbol{P}}_{0}, \boldsymbol{P}_{0}\right) \leq 0.25$ and $C_{1} \sqrt{r \lambda^{+}} \mathrm{SE}\left(\hat{\boldsymbol{P}}_{0}, \boldsymbol{P}_{0}\right) \leq x_{\text {min }}$;
then, all guarantees of Theorem 4.59 and Corollary 4.60 hold.

Remark 4.67 (Relaxing outlier magnitudes lower bound). As also explained in [33], the outlier magnitude lower bound can be significantly relaxed. First, without any changes, if we look at the proof, our required lower bound on outlier magnitudes is actually $0.3^{k-1} \sqrt{r \lambda^{+}}(\Delta+2 \varepsilon)$ in interval $k$ of subspace update. To be precise, we only need $\min _{t \in \mathcal{J}_{k}} \min _{i \in \mathcal{T}_{\text {sparse }, t}}\left|\left(\boldsymbol{x}_{t}\right)_{i}\right| \geq 0.3^{k-1} \sqrt{r \lambda^{+}}(\Delta+2 \varepsilon)$. Here $\mathcal{J}_{k}$ is the interval defined in Theorem 4.59. Thus, for $t \in \mathcal{J}_{K+1}$ (after the update step is complete but the subspace has not changed), we only need $\min _{i \in \mathcal{T}_{\text {sparse }, t}}\left|\left(\boldsymbol{x}_{t}\right)_{i}\right| \geq \varepsilon \sqrt{r \lambda^{+}}$. Moreover, this can be relaxed even more as explained in Remark 2.4 of [33].

The proof is similar to that given in [33]. Please see the Appendix for an explanation of the differences. The advantage of using modified-CS to replace $l_{1} \mathrm{~min}$ when recovering the outlier support is that it weakens the required upper bound on max-miss-frac-col by a factor of two. If we used $l_{1}$ min, we would need $2 \cdot($ max-miss-frac-col + max-outlier-frac-col) to satisfy the upper bound given in the first condition.

Comparison with existing work. Existing solutions for robust ST-miss include GRASTA [22], APSM [13] and ROSETA [31]. APSM comes with a partial guarantee, while GRASTA and ROSETA do not have a guarantee. The first few provable guarantees for robust MC were [7, 10]. Both studied the convex optimization solution which was slow. Recently, there have been two other works $[50,11]$ which are projected-GD based approaches and hence are much faster. These assume


Figure 4.2: We compare NORST-miss and its extensions with PETRELS and GROUSE. We plot the logarithm of the subspace error between the true subspace $\boldsymbol{P}_{(t)}$ and the algorithm estimates, $\hat{\boldsymbol{P}}_{(t)}$ on the y -axis and the number of samples $(t)$ on the x -axis. As can be seen, in the first two cases, NORST-buffer and NORST-sliding have the best performance (while also being faster than PETRELS), followed by PETRELS, basic NORST and then GROUSE. PETRELS performs best in the scenario of time varying $\boldsymbol{\Lambda}_{t}$. The computational time per sample (in milliseconds) for each algorithm is mentioned in the legend.
an $\mathcal{O}(1 / r)$ bound on outlier fractions per row and per column. All these assume that the set of observed entries is i.i.d. Bernoulli.

Compared with these, our result needs slow subspace change and a lower bound on outlier magnitudes; but it does not need a probabilistic model on the set of missing or outlier entries, and improves the required upper bound on outlier fractions per row by a factor of $r$. Also, our result needs more observed entries in the setting of $r_{L} \approx r$, but not when $r_{L}$ is significantly larger than $r$, for example not when $r_{L}$ is nearly linear in $d$. A summary of this discussion is given in Table 4.4.

### 4.5 Experimental Comparisons

We present the results of numerical experiments on synthetic and real data ${ }^{5}$. All the codes for our experiments are available at https://github.com/vdaneshpajooh/NORST-rmc. In this section, we refer to NORST-miss as just NORST. All time comparisons are performed on a Desktop Computer with Intel Xeon E3-1200 CPU, and 8GB RAM.

### 4.5.1 Parameter Setting for NORST

The algorithm parameters required for NORST are $r, K, \alpha$ and $\omega_{\text {evals }}$. For our theory, we assume $r, \lambda^{+}, \lambda^{-}$, are known, and we pick a desired accuracy, $\epsilon$. We set $K=C \log (1 / \epsilon), \alpha=$ $C f^{2} r \log n$, and $\omega_{\text {evals }}=2 \epsilon^{2} \lambda^{-}$with $C$ being a numerical constant more than one. Experimentally, the value of $r$ needs to be set from model knowledge, however, overestimating it by a little does not significantly affect the results. In most of our experiments, we set $\alpha=2 r$ (ideally it should grow as $r \log n$ but since $\log n$ is very small for practical values of $n$ it can be ignored). $\alpha$ should be a larger multiple of $r$ when either the data is quite noisy or when few entries are observed. We set $K$ based on how accurately we would like to estimate the subspace. The parameter $\omega_{\text {evals }}$ needs to be set as a small fraction of the minimum signal space eigenvalue. In all synthetic data experiments, we set $\omega_{\text {evals }}=0.0008 \lambda^{-}$. Another way to set $\omega_{\text {evals }}$ is as follows. After $K \alpha$ frames, we can estimate $\hat{\lambda}^{-}$ as the $r$-th eigenvalue of $\sum_{\tau=t-\alpha+1}^{t} \hat{\ell}_{\tau} \hat{\ell}_{\tau}{ }^{\prime} / \alpha$ and set $\omega_{\text {evals }}=c \hat{\lambda}^{-}$as mentioned before. We use the Conjugate Gradient Least Squares (CGLS) method [39] for the LS step with tolerance as $10^{-16}$, and maximum iterations as 20 .

For the video experiments, we estimated $r$ using training data from a few videos and fixed it as $r=30$. We let $\lambda^{-}$be the $r$-th eigenvalue of the training dataset. We used $\omega_{\text {evals }}=1.6 \times 10^{-6} \lambda^{-}=$ $0.002, \alpha=2 r$ and $K=3$ for the video data. The reason that we use a smaller fraction of $\lambda^{-}$as $\omega_{\text {evals }}$ is because videos are only approximately low-rank.

[^23]
### 4.5.2 Fixed Subspace, Noise-free data

We generated the data according to (4.1) and set $\boldsymbol{v}_{t}=0$. We assume a fixed subspace i.e. $J=1$. We generate the subspace basis matrix $\boldsymbol{P} \in \mathbb{R}^{n \times r}$ by ortho-normalizing the columns of a random Gaussian matrix with $n=1000$ and $r=30$. The $\boldsymbol{a}_{t}$ 's (for $t=1, \cdots, d$ and $d=4000$ ) are generated independently as $\left(\boldsymbol{a}_{t}\right) \stackrel{\text { i.i.d }}{\sim}$ unif $\left[-q_{i}, q_{i}\right]$ where $q_{i}=\sqrt{f}-\sqrt{f}(i-1) / 2 r \quad$ for $\quad i=1,2, \cdots, r-1$ and $q_{r}=1$. Thus, the condition number of $\boldsymbol{\Lambda}$ is $f$ and we set $f=100$.

For our first experiment, the observed entries' set was i.i.d. Bernoulli with fraction of observed entries $\rho=0.7$. We compared all NORST extensions and PETRELS. We set the algorithm parameters for NORST and extensions as mentioned before and used $K=33$ to see how low the NORST error can go. For PETRELS we set max_cycles $=1$, forgetting parameter $\lambda=0.98$ as specified in the paper. We display the results in Table 4.5 (top). Notice that NORST-miss and its extensions are significantly faster than PETRELS. Also, the $\beta=10, R=1$ is the best of all the NORST extensions and is as good as PETRELS.

In our second set of experiments, we compared NORST (and a few extensions) with PETRELS and GROUSE for three settings of missing data. For GROUSE, we set maximum cycles as 1 as specified in the documentation and set the step size, $\eta=0.1$ and the step-size is udpated according to [53]. The first was for missing generated from the Moving Object model [34, Model 6.19] with $s=200$, and $b_{0}=0.05$. This translates to $\rho=0.8$ fraction of observed entries. This is an example of a deterministic model on missing entries. We plot the subspace recovery error versus time for this case in Fig. 4.2(a) As can be seen, NORST-buffer ( $\mathrm{R}=4$ ) and NORST-sliding-window ( $\beta=10, R=4$ ) have the best performance, followed by PETRELS, basic NORST, and then GROUSE. PETRELS is the slowest in terms of time taken. In Fig. 4.2(b), we plot the results for Bernoulli observed entries' set with $\rho=0.9$. Here again, NORST-sliding has the best performance. Basic NORST is only slightly worse than PETRELS. As can be seen from the time taken (displayed in the legend), NORST and its extensions are much faster than PETRELS.

In Fig. 4.2(c), as suggested by an anonymous reviewer, we evaluate the same case but with the covariance matrix of $\boldsymbol{\ell}_{t}$ being time-varying. We generate the $\boldsymbol{a}_{t}$ 's as described earlier but with


Figure 4.3: Subspace error versus time plot for changing subspaces. We plot the $\operatorname{SE}\left(\hat{\boldsymbol{P}}_{(t)}, \boldsymbol{P}_{(t)}\right)$ on the y -axis and the number of samples $(t)$ on the x -axis. The entries are observed under Bernoulli model with $\rho=0.9$. The computational time taken per sample (in milliseconds) is provided in the legend parenthesis. (a) Piecewise constant subspace change and noise-sensitivity: Observe that after the first subspace change, NORST-sliding adapts to subspace change using the least number of samples and is also $\approx 6 \mathrm{x}$ faster than PETRELS whereas GROUSE requires more samples than our approach and thus is unable to converge to the noise-level $\left(\approx 10^{-4}\right)$; $\mathbf{( b )}$ Piecewise Constant and noise-free: All algorithms perform significantly better since the data is noise-free. We clip the $y$-axis at $10^{-10}$ for the sake of presentation but NORST and PETRELS attain a recovery error of $10^{-14}$. (c) Subspace changes a little at each time: All algorithms are able to track the span of top- $r$ singular vectors of $\left[\boldsymbol{P}_{(t-\alpha+1)}, \cdots, \boldsymbol{P}_{(t)}\right]$ to an accuracy of $10^{-4}$. As explained, the subspace change at each time can be thought of as noise. GROUSE needs almost 2 x number of samples to obtain the same accuracy as NORST while PETRELS is approximately 10x slower than both NORST and GROUSE.
$q_{t, i}=\sqrt{f}-\sqrt{f}(i-1) / 2 r-\lambda^{-} / 2$ for $t=2,4,6, \cdots$ and $q_{t, i}=\sqrt{f}-\sqrt{f}(i-1) / 2 r+\lambda^{-} / 2$ for $t=1,3,5, \cdots$ and $q_{t, r}=1$. As can be seen all approaches still work in this case. PETRELS converges with the fewest samples but is almost $18 x$ slower.

### 4.5.3 Changing Subspaces, Noisy and Noise-free Measurements

Piecewise constant subspace change, noisy and noise-free: We generate the changing subspaces using $\boldsymbol{P}_{j}=e^{\gamma_{j} \boldsymbol{B}_{j}} \boldsymbol{P}_{j-1}$ as done in [1] where $\gamma_{j}$ controls the amount subspace change and $\boldsymbol{B}_{j}$ 's are skew-symmetric matrices. We used the following parameters: $n=1000, d=10000, J=6$, and the subspace changes after every 800 frames. The other parameters are $r=30, \gamma_{j}=100$ and the
matrices $\boldsymbol{B}_{i}$ are generated as $\boldsymbol{B}_{i}=\left(\tilde{\boldsymbol{B}}_{i}-\tilde{\boldsymbol{B}}_{i}{ }^{\prime}\right)$ where the entries of $\tilde{\boldsymbol{B}}_{i}$ are generated independently from a standard normal distribution and $\boldsymbol{a}_{t}$ 's are generated as in the fixed subspace case. For the missing entries supports, we consider the Bernoulli Model with $\rho=0.9$. The noise $\boldsymbol{v}_{t}$ 's are generated as i.i.d. Gaussian r.v.'s with $\sqrt{\lambda_{v}^{+}}=3 \times 10^{-3} \sqrt{\lambda^{-}}$. The results are summarized in Fig. 4.3(a). For NORST we set $\alpha=100$ and $K=7$. We observe that all algorithms except GROUSE are able to attain final accuracy approximately equal to the noise-level, $10^{-3}$ within a short delay of the subspace change. We also observe that NORST-sliding-window adapts to subspace change using the fewest samples possible. Moreoever it is much faster than PETRELS.

In Fig. 4.3(b), we plot results for the above setting but with noise $\nu_{t}=0$. In this case, the underlying subspace is recovered to accuracy lower than $10^{-12}$ by NORST and PETRELS but GROUSE only tracks to error $10^{-7}$.

Subspace change at each time: Here we generate the data using the approach of [3]: $\boldsymbol{P}_{(1)}$ is generated by ortho-normalizing the columns of a i.i.d. Gaussian matrix and let $\boldsymbol{P}_{(t)}=$ $e^{\gamma \boldsymbol{B}} \boldsymbol{P}_{(t-1)}$. We set $\gamma=10^{-7}$. No extra noise $\boldsymbol{v}_{t}$ was added, i.e., $\boldsymbol{v}_{t}=0$, in this experiment. We plot $\operatorname{SE}\left(\hat{\boldsymbol{P}}_{(t)}, \boldsymbol{P}_{(t)}\right)$ in Fig. 4.3(c). Notice that, even without added noise $\boldsymbol{v}_{t}$, all algorithms are only able to track the subspaces to accuracy at most $10^{-3}$ in this case. The reason is, as explained earlier in Sec. 4.1.3, subspace change at each time can be interpreted as $r$ dimensional piecewise constant subspace change plus noise.

### 4.5.4 Matrix Completion

In Table 4.6, we compare NORST-smoothing with existing MC solutions (for which code is available). This table displays the Monte-Carlo mean of the normalized Frobenius norm error along with time-taken per column displayed in parentheses. We compare two solvers for nuclear norm $\min (N N M)$ - (i) Singular Value Thresholding (SVT) with maximum iterations as 500, tolerance as $10^{-8}, \delta=1.2 / \rho$, and $\tau=5 \sqrt{n d}$ and (ii) Inexact Augmented Lagrangian Multiplier (IALM) [30] with maximum iterations 500 and tolerance $10^{-16}$. We also evaluate the projected Gradient Descent (projected-GD) algorithm of [11], this is a non-convex and hence fast approach, with the


Figure 4.4: Background Recovery under Moving Object Model missing entries ( $\rho=0.98$ ). We show the original, observed, and recovered frames at $t=\{980,1000,1020\}$. NORST and SVT are the only algorithms that work although NORST is almost 3 orders of magnitude faster than SVT. PETRELS(10) exhibits artifacts, while IALM and GROUSE do not capture the movements in the curtain. The time taken per sample for each algorithm is shown in parenthesis.
best sample complexity among non-convex approaches. This seems to be the only provable nonconvex MC approach for which code is available. NORST-smoothing used $K=33$ and $\alpha=2 r$.

The matrix $\boldsymbol{L}$ was generated as described in Sec. 4.5.2 for the "fixed" subspace rows and as in Sec. 4.5.3 (piecewise constant subspace change) for the "Noisy, Changing" subspace row. The observed entries set followed the Bernoulli model with different values of $\rho$ in the different rows. The table demonstrates our discussion from Sec. 4.2.2. (1) In all cases, NORST-smoothing is much faster than both the solvers for convex MC (NNM), but is slower than the best non-convex MC approach (projected-GD). (2) NORST-smoothing is always better than projected-GD (implemented using default code, it is not easy to change the code parameters). It is nearly as good as IALM (one of the two solvers for NNM) when $\rho$ is large, but is worse than IALM when $\rho$ is small.

### 4.5.5 Real Video Data

Here we consider the task of Background Recovery for missing data. We use the Meeting Room video which is a benchmark dataset in Background Recovery. It contains 1755 images of size $64 \times 80$ in which a curtain is moving in the wind. Subsequently, there are 1209 frames in which a person


Figure 4.5: Background Recovery with foreground layer, and Bernoulli missing entries ( $\rho=0.9$ ). We show the original, observed and recovered frames at $t=1755+\{1059,1078,1157\}$. NORST-miss-rob exhibits artifacts, but is able to capture most of the background information, whereas, GRASTA-RMC and projected-GD fail to obtain meaningful estimates. The time taken per sample for each algorithm is shown in parenthesis.
walks into the room, writes on a blackboard, and exits the room. The first 1755 frames are used for ST-miss while the subsequent frames are used for RST-miss (since we can model the person as a sparse outlier [7]).

We generate the set of observed entries using the Bernoulli model with $\rho=0.9$. In all experiments, we use the estimate of rank as $r=30$. The parameters of NORST-miss are $\alpha=60$, $K=3$, and $\omega_{\text {evals }}=2 \times 10^{-3}$. We noticed that PETRELS failed to retrieve the background with default parameters so we increased max_cycles $=10$ and refer to this as PETRELS(10) in the sequel. Furthermore, we also ensured that the input data matrix has more columns than rows by transposing the matrix when necessary. All other algorithms are implemented as done in the previous experiments. We observed that NORST-miss and SVT provide a good estimate of the background and NORST is $\approx 150 \mathrm{x}$ faster. The relative Frobenius error is provided in the last row of Table. 4.6. Notice that, in this case, SVT outperforms IALM and NORST, but NORST is the fastest one. These results are averaged over 10 independent trials.

Moving Object Missing Entries: In our second video experiment, we generated the set of missing entries using the moving object model with $\rho=0.98$. All algorithms are implemented as in
the previous experiment. Interestingly, even though we observe $98 \%$ of the entries, the performance of all algorithms degrade compared to the $\operatorname{Bern}(0.9)$. This is possibly because the support sets are highly correlated over time and thus the assumptions of other algorithms break down. The results are shown in Fig. 4.4. Observe that NORST-miss and SVT provide the best visual comparison and NORST-miss is faster than SVT by $\approx 400 \mathrm{x}$. PETRELS(10) contains significant artifacts in the recovered background and IALM provides a static output in which the movements of the curtain are not discernible.

### 4.5.6 RST-miss and RMC

In this experiment, we consider the RST-miss problem, i.e., we generate data according to (4.4). We generate the low rank matrix, $\boldsymbol{L}$, as done in experiment 1 (single subspace). We generate the sparse matrix, $\boldsymbol{X}$ as follows: we use the Moving Object Model to generate the support sets such that $s / n=0.05$ and $b_{0}=0.05$ which translates to $\rho_{\text {sparse }}=0.05$ fraction of sparse outliers. The nonzero magnitudes of $\boldsymbol{X}$ are generated uniformly at random between $\left[x_{\min }, x_{\max }\right]$ with $x_{\text {min }}=10$ and $x_{\max }=25$. We generated the support of observed entries using Bernoulli Model with probability $\rho_{\text {obs }}=0.9$.

For initialization step of NORST-miss-robust (Algorithm 2), for the first $t_{\text {train }}=400$ data samples, we set $\left(\boldsymbol{y}_{t}\right)_{i}=10$ for all $i \in \mathcal{T}_{t}$. We do this to allow us to use AltProj [36], which is an RPCA solution, for obtaining the initial subspace estimate. The parameters for this step are set as 500 maximum iterations of AltProj, and tolerance $10^{-3}$. The other algorithm parameters for NORST-miss-robust are $\alpha=60, K=33, \omega_{\text {evals }}=7.8 \times 10^{-4}, \xi=x_{\min } / 15$, and $\omega_{\text {supp }}=\boldsymbol{x}_{\min } / 2=5$. We compare ${ }^{6}$ GRASTA-RMC [22] and projected-GD [11]. For GRASTA-RMC we used the tolerance $10^{-8}$, and max_cycles $=1$. For projected-GD, we use the default tolerance $10^{-1}$ and max. iterations 70. The results are given in Table. 4.7. Observe that NORST-miss-robust obtains the best estimate among the RMC algorithms.

[^24]Real video data: In this experiment, we consider Background recovery applied on the second part of the dataset (last 1209 frames). In addition to the person who enters the room and writes on the board (sparse component), we generate missing entries from the Bernoulli model with $\rho=0.9$. We initialize using AltProj with tolerance $10^{-2}$ and 100 iterations. We set $\omega_{\text {supp }, t}=0.9\left\|\boldsymbol{y}_{t}\right\| / \sqrt{n}$ using the approach of [33]. The comparison results are provided in Fig. 4.5. Notice that both GRASTA-RMC and projected-GD fail to accurately recover the background. Although NORST-miss-robust exhibits certain artifacts around the edges of the sparse object, it is able to capture most of the information in the background.

### 4.6 Conclusions and Open Questions

This work studied the related problems of subspace tracking in missing data (ST-miss) and its robust version. We show that our proposed approaches are provably accurate under simple assumptions on only the observed data (in case of ST-miss), and on the observed data and initialization (in case of robust ST-miss). Thus, in both cases, the required assumptions are only on the algorithm inputs, making both results complete guarantees. Moreover, our guarantees show that our algorithms need near-optimal memory; are as fast as vanilla PCA; and can detect and track subspace changes quickly. We provided a detailed discussion of related work on (R)ST-miss, (R)MC, and streaming PCA with missing data, that help place our work in the context of what already exists. We also show that NORST-miss and NORST-miss-robust have good experimental performance as long as the fraction of missing entries is not too large.

Our guarantee for ST-miss is particularly interesting because it does not require slow subspace change and good initialization. Thus, it can be understood as a novel mini-batch and nearly memory-optimal solution for low-rank Matrix Completion, that works under similar assumptions to standard MC, but needs more numbers of observed entries in general (except in the regime of frequently changing subspaces).

While our approaches have near-optimal memory complexity, they are not streaming. This is because they use SVD and hence need multiple passes over short batches of stored data. A key open
question is whether a fully streaming provably correct solution can be developed without assuming the i.i.d. Bernoulli model on the set of missing entries? Two other important open questions include: (i) can the required number of observed entries be reduced (the limiting bound here is the bound on missing fractions per column); and (ii) in case of robust ST-miss, can the lower bound on outlier magnitudes be removed? Another question is whether we can use the tracked estimates for "control"? For example, can we use the current estimate of the subspace and of the true data vectors to decide how to sample the set of observed entries at the next time instant or later (in applications where one can design this set)?

### 4.7 Appendix A: Proof of Theorem 4.59 and Corollary 4.61

Much of the proof is a simplification of the proof for NORST for RST [33, Sections 4, 5 and Appendix A]. The analysis of subspace change detection is exactly the same as done there (see Lemma 4.8 and Appendix A of [33]) and hence we do not repeat it here. We explain the main ideas of the rest of the proof. To understand it simply, assume that $\hat{t}_{j}=t_{j}$, i.e, that $t_{j}$ is known. We use the following simplification of [45, Remark 2.3] to analyze the subspace update step.

Corollary 4.68 (PCA in sparse data-dependent noise (Remark 2.3 of [45])). For $t=1, \cdots, \alpha$, suppose that $\boldsymbol{y}_{t}=\boldsymbol{\ell}_{t}+\boldsymbol{w}_{t}+\boldsymbol{v}_{t}$ with $\boldsymbol{w}_{t}=\boldsymbol{I}_{\mathcal{T}_{t}} \boldsymbol{M}_{s, t} \boldsymbol{\ell}_{t}$ being sparse noise with support $\mathcal{T}_{t}$, and $\boldsymbol{\ell}_{t}=\boldsymbol{P} \boldsymbol{a}_{t}$ where $\boldsymbol{P}$ is a $n \times r$ basis matrix and $\boldsymbol{a}_{t}$ 's satisfy the statistical right-incoherence assumption given in the theorem. Let $\hat{\boldsymbol{P}}$ be the matrix of top $r$ eigenvectors of $\frac{1}{\alpha} \sum_{t} \boldsymbol{y}_{t} \boldsymbol{y}_{t}{ }^{\prime}$. Assume that max $\left\|\boldsymbol{M}_{s, t} \boldsymbol{P}\right\| \leq$ $q$ for a $q \leq 3$ and that the fraction of non-zeros in any row of the matrix $\left[\boldsymbol{w}_{1}, \cdots, \boldsymbol{w}_{\alpha}\right]$ is bounded by b. Pick an $\epsilon_{\mathrm{SE}}>0$. If $6 \sqrt{b} q f+\lambda_{v}^{+} / \lambda^{-}<0.4 \epsilon_{\mathrm{SE}}$ and if $\alpha \geq \alpha^{*}$ where

$$
\alpha^{*}:=C \max \left(\frac{q^{2} f^{2}}{\epsilon_{\mathrm{SE}}^{2}} r \log n, \frac{\frac{\lambda_{v}^{+}}{\lambda^{-}} f}{\epsilon_{\mathrm{SE}}^{2}} r_{v} \log n\right),
$$

then, w.p. at least $1-10 n^{-10}, \mathrm{SE}(\hat{\boldsymbol{P}}, \boldsymbol{P}) \leq \epsilon_{\mathrm{SE}}$.
First assume that $\boldsymbol{v}_{t}=0$ so that $\lambda_{v}^{+}=0$ and $r_{v}=0$. Also, let $b_{0}:=\frac{c_{2}}{f^{2}}$ denote the bound on max-miss-frac-row ${ }_{\alpha}$ assumed in the Theorem.

Using the expression for $\hat{\boldsymbol{z}}_{t}$ given in (4.3), it is easy to see that the error $\boldsymbol{e}_{t}:=\boldsymbol{\ell}_{t}-\hat{\boldsymbol{\ell}}_{t}$ satisfies

$$
\begin{equation*}
\boldsymbol{e}_{t}=\boldsymbol{I}_{\mathcal{T}_{t}}\left(\boldsymbol{\Psi}_{\mathcal{T}_{t}^{\prime}} \Psi_{\mathcal{T}_{t}}\right)^{-1} \boldsymbol{I}_{\mathcal{T}_{t}^{\prime}} \boldsymbol{\Psi} \ell_{t} \tag{4.6}
\end{equation*}
$$

with $\boldsymbol{\Psi}=\boldsymbol{I}-\hat{\boldsymbol{P}}_{(t-1)} \hat{\boldsymbol{P}}_{(t-1)}{ }^{\prime}$. For the first $\alpha$ frames, $\hat{\boldsymbol{P}}_{(t-1)}=\mathbf{0}$ (zero initialization) and so, during this time, $\boldsymbol{\Psi}=\boldsymbol{I}$.

We need to analyze the subspace update steps one at a time. We first explain the main ideas of how we do this for $j>0$ and then explain the different approach needed for $j=0$ (because of zero initialization). Consider a general $j>0$ and $k=1$, i.e., the first subspace update interval of estimating $\boldsymbol{P}_{j}$. In this interval $\boldsymbol{\Psi}=\boldsymbol{I}-\hat{\boldsymbol{P}}_{j-1} \hat{\boldsymbol{P}}_{j-1}{ }^{\prime}$ and recall that $\hat{\boldsymbol{P}}_{j-1}=\hat{\boldsymbol{P}}_{j-1, K}$. Assume that $\mathrm{SE}\left(\hat{\boldsymbol{P}}_{j-1}, \boldsymbol{P}_{j-1}\right) \leq \varepsilon$.

Using the $\mu$-incoherence assumption, the bound on max-miss-frac-col $:=\max _{t}\left|\mathcal{T}_{t}\right| / n$, $\operatorname{SE}\left(\hat{\boldsymbol{P}}_{j-1}, \boldsymbol{P}_{j-1}\right) \leq \varepsilon($ assumed above $)$, and recalling from the algorithm that $\hat{\boldsymbol{P}}_{j}:=\hat{\boldsymbol{P}}_{j, K}$, it is not hard to see that ${ }^{7}$, for all $j$,
$\mathrm{SE}\left(\hat{\boldsymbol{P}}_{j-1}, \boldsymbol{P}_{j}\right) \leq \mathrm{SE}\left(\hat{\boldsymbol{P}}_{j-1}, \boldsymbol{P}_{j-1}\right)+\mathrm{SE}\left(\boldsymbol{P}_{j-1}, \boldsymbol{P}_{j}\right)$
$\left\|\boldsymbol{I}_{\mathcal{T}_{t}}{ }^{\prime} \boldsymbol{P}_{j}\right\| \leq 0.1$,
$\left\|\boldsymbol{I}_{\mathcal{T}_{t}}{ }^{\prime} \hat{\boldsymbol{P}}_{j, k}\right\| \leq \operatorname{SE}\left(\hat{\boldsymbol{P}}_{j, k}, \boldsymbol{P}_{j}\right)+0.1$,
$\left\|\boldsymbol{I}_{\mathcal{T}_{t}}{ }^{\prime} \hat{\boldsymbol{P}}_{j-1}\right\| \leq \varepsilon+0.1$,
$\left\|\left(\boldsymbol{\Psi}_{\mathcal{T}_{t}} \boldsymbol{\Psi}_{\mathcal{T}_{t}}\right)^{-1}\right\| \leq 1.2$ with $\boldsymbol{\Psi}=\boldsymbol{I}-\hat{\boldsymbol{P}}_{j, k} \hat{\boldsymbol{P}}_{j, k}{ }^{\prime}$.
Next we apply Corollary 4.68 to the $\hat{\boldsymbol{\ell}}_{t}$ 's. This bounds the subspace recovery error for PCA in sparse data-dependent noise. Since $\hat{\boldsymbol{\ell}}_{t}=\boldsymbol{\ell}_{t}+\boldsymbol{e}_{t}$ with $\boldsymbol{e}_{t}$ satisfying (4.6), clearly, $\boldsymbol{e}_{t}$ is sparse and dependent on $\boldsymbol{\ell}_{t}$ (true data). In the notation of Corollary 4.68, $\boldsymbol{y}_{t} \equiv \hat{\boldsymbol{\ell}}_{t}, \boldsymbol{w}_{t} \equiv \boldsymbol{e}_{t}, \boldsymbol{v}_{t}=0, \mathcal{T}_{t} \equiv \mathcal{T}_{t}$, $\boldsymbol{\ell}_{t} \equiv \boldsymbol{\ell}_{t}, \hat{\boldsymbol{P}}=\hat{\boldsymbol{P}}_{j, 1}, \boldsymbol{P}=\boldsymbol{P}_{j}$, and $\boldsymbol{M}_{s, t}=-\left(\boldsymbol{\Psi}_{\mathcal{T}_{t}}{ }^{\prime} \boldsymbol{\Psi}_{\mathcal{T}_{t}}\right)^{-1} \boldsymbol{\Psi}_{\mathcal{T}_{t}}{ }^{\prime}$ with $\boldsymbol{\Psi}=\boldsymbol{I}-\hat{\boldsymbol{P}}_{j-1} \hat{\boldsymbol{P}}_{j-1}{ }^{\prime}$. Thus, using bounds from above, $\left\|\boldsymbol{M}_{s, t} \boldsymbol{P}\right\|=\left\|\left(\boldsymbol{\Psi}_{\mathcal{T}_{t}} \boldsymbol{\Psi}_{\mathcal{T}_{t}}\right)^{-1} \boldsymbol{I}_{\mathcal{T}_{t}^{\prime}}{ }^{\prime} \boldsymbol{\Psi} \boldsymbol{P}_{j}\right\| \leq\left\|\left(\boldsymbol{\Psi}_{\mathcal{T}_{t}^{\prime}}{ }^{\prime} \boldsymbol{\Psi}_{\mathcal{T}_{t}}\right)^{-1}\right\|\left\|\boldsymbol{I}_{\mathcal{T}_{t}}{ }^{\prime}\right\|\left\|\boldsymbol{\Psi} \boldsymbol{P}_{j}\right\| \leq 1.2(\varepsilon+$ $\left.\mathrm{SE}\left(\boldsymbol{P}_{j-1}, \boldsymbol{P}_{j}\right)\right) \equiv q$. Also, $b \equiv b_{0}:=\frac{c_{2}}{f^{2}}\left(c_{2}=0.001\right)$ which is the upper bound on max-miss-frac-row ${ }_{\alpha}$ and so $1.2\left(\varepsilon+\operatorname{SE}\left(\boldsymbol{P}_{j-1}, \boldsymbol{P}_{j}\right)\right)<1.2(0.01+\Delta)<1.3$ since $\Delta \leq 1$. Thus $q<3$. We apply Corollary 4.68 with $\varepsilon_{\mathrm{SE}}=q / 4$. All its assumptions hold because we have set $\alpha=C f^{2} r \log n$ and because we

[^25]have let $b_{0}=0.001 / f^{2}$ and so the required condition $3 \sqrt{b} f q \leq 0.9 \varepsilon_{\mathrm{SE}} /\left(1+\varepsilon_{\mathrm{SE}}\right)$ holds. We conclude that $\operatorname{SE}\left(\hat{\boldsymbol{P}}_{j, 1}, \boldsymbol{P}_{j}\right) \leq 1.2(0.01+\Delta) / 4=0.3(0.01+\Delta):=q_{1} \mathrm{whp}$.

The above is the base case for an induction proof. For the $k$-th subspace update interval, with $k>1$, we use a similar approach to the one above. Assume that at the end of the $(k-1)$-th interval, we have $\operatorname{SE}\left(\hat{\boldsymbol{P}}_{j, k-1}, \boldsymbol{P}_{j}\right) \leq q_{k-1}:=0.3^{k-1}(0.01+\Delta)$ whp In this interval, $\left\|\boldsymbol{M}_{s, t} \boldsymbol{P}\right\| \leq$ $1.2\left\|\boldsymbol{I}_{\mathcal{T}_{t}}{ }^{\prime}\right\|\left\|\boldsymbol{\Psi} \boldsymbol{P}_{j}\right\| \leq 1.2 \mathrm{SE}\left(\hat{\boldsymbol{P}}_{j, k-1}, \boldsymbol{P}_{j}\right) \leq q_{k-1}=1.2 \cdot 0.3^{k-1}(0.01+\Delta) \equiv q$. We apply Corollary 4.68 with $\varepsilon_{\mathrm{SE}}=q / 4$. This is possible because we have let $b_{0}=0.001 / f^{2}$ and so the required condition $3 \sqrt{b} f q \leq 0.9(q / 4) /(1+q / 4)$ holds. Thus we can conclude that $\operatorname{SE}\left(\hat{\boldsymbol{P}}_{j, k}, \boldsymbol{P}_{j}\right) \leq 1.2 \cdot 0.3^{k-1}(0.01+$ $\Delta) / 4=0.3^{k}(0.01+\Delta):=q_{k}$ whp Thus starting from $\operatorname{SE}\left(\hat{\boldsymbol{P}}_{j, k-1}, \boldsymbol{P}_{j}\right) \leq q_{k-1}:=0.3^{k-1}(0.01+\Delta)$, we have shown that $\operatorname{SE}\left(\hat{\boldsymbol{P}}_{j, k}, \boldsymbol{P}_{j}\right) \leq 0.3^{k}(0.01+\Delta)$. This along with the base case, implies that we get $\operatorname{SE}\left(\hat{\boldsymbol{P}}_{j, k}, \boldsymbol{P}_{j}\right) \leq 0.3^{k}(0.01+\Delta)$ for all $k=1,2, \ldots, K$. The choice of $K$ thus implies that $\mathrm{SE}\left(\hat{\boldsymbol{P}}_{j}, \boldsymbol{P}_{j}\right)=\mathrm{SE}\left(\hat{\boldsymbol{P}}_{j, K}, \boldsymbol{P}_{j}\right) \leq \varepsilon$.

For $j=0$ and first subspace interval $(k=1)$, the proof is a little different from that of [33] summarized above. The reason is we use zero initialization. Thus, in the first update interval for estimating $\boldsymbol{P}_{0}$, we have $\boldsymbol{\Psi}=\boldsymbol{I}$. In applying the PCA in sparse data-dependent noise result of Corollary 4.68, everything is the same as above except that we now have $\boldsymbol{M}_{s, t}=\boldsymbol{I}_{\mathcal{T}_{t}}{ }^{\prime}$ and so we get $\left\|\boldsymbol{M}_{s, t} \boldsymbol{P}\right\| \leq 0.1$. Thus in this case $q=0.1<3$. The rest of the argument is the same as above.

Now consider $\boldsymbol{v}_{t} \neq 0$. Recall that the effective noise dimension of $\boldsymbol{v}_{t}$ is $r_{v}=\max _{t}\left\|\boldsymbol{v}_{t}\right\|^{2} / \lambda_{v}^{+}$ where $\lambda_{v}^{+}=\left\|\mathbb{E}\left[\boldsymbol{v}_{t} \boldsymbol{v}_{t}^{\prime}\right]\right\|$. Furthermore, recall that $\epsilon_{\mathrm{SE}}=q / 4$. Thus, in order to obtain $\varepsilon$-accurate estimate in the noisy case, we will require that $\alpha=\mathcal{O}\left(\max \left(f^{2} r \log n, \frac{\frac{\lambda_{\nu}^{+}}{\lambda^{\prime}} f r_{v} \log n}{\epsilon_{\mathrm{SE}}^{2}}\right)\right)$. Thus, we set $\epsilon_{\mathrm{SE}}=c \sqrt{\lambda_{v}^{+} / \lambda^{-}}$to ensure that the dependence on $\varepsilon$ is on logarithmic (that comes from expression for $K$ ).

The above provides the basic proof idea in a condensed fashion but does not define events that one conditions on for each interval, and also does not specify the probabilities. For all these details, please refer to Sections IV and V and Appendix A of [33].

### 4.8 Appendix B: Proof of Corollary 4.66

This proof is also similar to that of NORST for RST [33]. The difference is NORST-missrobust uses noisy modified CS [44, 52] to replace $l_{1} \mathrm{~min}$. In comparison to the ST-miss proof summarized above, we also have to deal with arbitrary outliers, in addition to missing data. This uses requires sparse support recovery with partial subspace knowledge. This is solved by modifiedCS followed by thresholding based support recovery. To bound the modified-CS error, we apply Lemma 2.7 of [52]. This uses a bound on $\left\|\boldsymbol{b}_{t}\right\|=\left\|\boldsymbol{\Psi} \ell_{t}\right\|$ and a bound on the (max-miss-frac-col . $n+2$ max-outlier-frac-col $\cdot n$ )-RIC of $\boldsymbol{\Psi}$. We obtain both these exactly as done for [33, Lemma 4.7, Item 1]: the former uses the slow subspace change bound and the boundedness of $\boldsymbol{a}_{t}$; for the latter we use the $\mu$-incoherence/denseness assumption and bounds on max-outlier-frac-col and max-miss-frac-col, and the RIP-denseness lemma of [41]. With the modified-CS error bound, we prove exact support recovery using the lower bound on $x_{\min }$. algorithm parameter values of $\xi$ and $\omega_{\text {supp }}$.
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Table 4.1: List of Symbols and Assumptions used in Theorem 4.59.

| Observations: $\quad y_{t}=\mathcal{P}_{\Omega_{t}}\left(\ell_{t}\right)+\boldsymbol{v}_{t}=\mathcal{P}_{\Omega_{t}}\left(\boldsymbol{P}_{(t)} \boldsymbol{a}_{t}\right)+\boldsymbol{v}_{t}$ |  |
| :---: | :---: |
| Symbol | Meaning |
| $\begin{gathered} t_{j} \\ \text { for } t \in\left[t_{j}, t_{j+1}\right), \boldsymbol{P}_{(t)}=\boldsymbol{P}_{j} \\ \mathcal{P}_{\Omega_{t}}(\cdot) \\ \Omega_{t} \\ \mathcal{T}_{t}\left(=\Omega_{t}^{c}\right) \\ \boldsymbol{v}_{t} \end{gathered}$ | $j$-th subspace change time <br> Subspace at time $t$ <br> mask to select elements present in $\Omega_{t}$ Support set of observed entries Support set of missing entries dense, unstructured noise |
| Principal Subspace Coefficients ( $a_{t}$ 's ) |  |
| elementmutually independent $\begin{gathered} \lambda_{\max }(\boldsymbol{\Lambda})=\lambda^{+}\left(\lambda_{\min }(\boldsymbol{\Lambda})=\lambda^{-}\right) \\ f:=\lambda^{+} / \lambda^{-} \end{gathered}$ | ise bounded, zero mean, <br> ith identical and diagonal covariance $\mathbb{E}\left[\boldsymbol{a}_{t} \boldsymbol{a}_{t}^{\prime}\right]:=\boldsymbol{\Lambda}$ <br> Max. (min.) eigenvalue of $\boldsymbol{\Lambda}$ Condition Number of $\boldsymbol{\Lambda}$ |
| Missing Entries ( $\left.\boldsymbol{z}_{t}=-\boldsymbol{I}_{\mathcal{T}_{t}}{ }^{\prime} \boldsymbol{\ell}_{t}\right)$ |  |
| Row-Missing Entries Column-Missing Entries | $\begin{aligned} \text { max-miss-frac-row }_{\alpha} & \leq 0.001 / f^{2} \\ \text { max-miss-frac-col } & \leq 0.01 / \mu r \end{aligned}$ |
| Intervals for $j$-th subspace change and tracking |  |
| $\begin{gathered} \hat{t}_{j} \\ \hat{t}_{j, f i n} \\ \mathcal{J}_{0}:=\left[t_{j}, \hat{t}_{j}\right) \\ \mathcal{J}_{k}:=\left[\hat{t}_{j}+(k-1) \alpha, \hat{t}_{j}+k \alpha\right) \\ \mathcal{J}_{K+1}:=\left[\hat{t}_{j}+K \alpha, t_{j+1}\right) \end{gathered}$ | $j$-th subspace change detection time $j$-th subspace update complete interval before $j$-th subspace change detected $k$-th subspace update interval subspace update completed |
| Algorithm 8 Parameters |  |
|  | \# frames used for subspace update \# of subspace updates for each $j$ threshold for subspace detection |

Table 4.2: Comparing guarantees for ST-miss. We treat the condition number and incoherence parameters as constants for this discussion.

| Algorithm | Tracking <br> delay | Memory | Time | Allows changing <br> subspaces? | Observed Entries |
| :---: | :---: | :---: | :---: | :---: | :---: |
| GROUSE [3] | Partial Guarantee | $\mathcal{O}(n r)$ | $\mathcal{O}\left(n d \rho r^{2}\right)$ | No | i.i.d. Bernoulli $(\rho)$ |
| PETRELS [47] | Partial Guarantee | $\mathcal{O}\left(n r^{2}\right)$ | $\mathcal{O}\left(n d \rho r^{2}\right)$ | No | i.i.d. Bernoulli $(\rho)$ |
| MBPM [32, 20] | $d \succsim \frac{r^{2} \log ^{2} n \log (1 / \varepsilon)}{\rho^{2}}$ | $\mathcal{O}(n r)$ | $\mathcal{O}(n d r)$ | No | i.i.d. Bernoulli $(\rho)$ |
| NORST-miss | $d \geq r \log n \log (1 / \epsilon)$ | $\mathcal{O}\left(n r \log n \log \frac{1}{\epsilon}\right)$ | $\mathcal{O}\left(n d r \log \frac{1}{\epsilon}\right)$ | Yes | bounded fraction, |
| (this work) |  |  |  |  | $c / r$ per column, $c$ per row |

Table 4.3: Comparing MC guarantees. Recall $r_{L}:=\operatorname{rank}(\boldsymbol{L}) \leq r J$. In the regime when the subspace changes frequently so that $J$ equals its upper bound and $r_{L} \approx d / \log ^{2} n$, NORST-miss is better than the non-convex methods (AltMin, projGD, SGD) and only slightly worse than the convex ones (NNM). In general, the sample complexity for NORST-miss is significantly worse than all the MC methods.

| Algorithm | Sample complexity <br> (\# obs. entries, $m$ ) | Memory | Time | Observed entries |
| :---: | :---: | :---: | :---: | :---: |
| nuc norm min (NNM) [15] | $\Omega\left(n r_{L} \log ^{2} n\right)$ | $\mathcal{O}(n d)$ | $\mathcal{O}\left(n^{3} / \sqrt{\epsilon}\right)$ | i.i.d. Bernoulli $(m / n d)$ |
| weighted NNM [9] | $\Omega\left(n r_{L} \log ^{2} n\right)$ | $\mathcal{O}(n d)$ | $\mathcal{O}\left(n^{3} / \sqrt{\epsilon}\right)$ | indep. Bernoulli |
| AltMin [26] | $\Omega\left(n r_{L}^{4.5} \log ^{\left.\frac{1}{\epsilon}\right)}\right.$ | $\mathcal{O}(n d)$ | $\mathcal{O}\left(n r_{L} \log \frac{1}{\epsilon}\right)$ | i.i.d. Bernoulli $(m / n d)$ |
| projected-GD [11] | $\Omega\left(n r_{L}^{2} \log ^{2} n\right)$ | $\mathcal{O}(n d)$ | $\mathcal{O}\left(n r_{L}^{3} \log ^{2} n \log \frac{1}{\epsilon}\right)$ | i.i.d. Bernoulli $(m / n d)$ |
| online SGD [25] | $\Omega\left(n r_{L}^{2} \log n\left(r_{L}+\log \frac{1}{\epsilon}\right)\right)$ | $\mathcal{O}(n d)$ | $\mathcal{O}\left(n r_{L}^{4} \log n \log \frac{1}{\epsilon}\right)$ | i.i.d. Bernoulli $(m / n d)$ |
| NORST-miss | $\Omega\left(\left(1-\frac{c}{r}\right) n d\right)$ | $\mathcal{O}\left(n r \log n \log \frac{1}{\epsilon}\right)$ | $\mathcal{O}\left(n d r \log \frac{1}{\epsilon}\right)$ | $\leq c \cdot d$ per row |
| (this work) |  |  |  | $\leq\left(1-\frac{c}{r}\right) \cdot n$ per column |
| Sample-Efficient | $\Omega\left(n r_{L} \log ^{2} n \log r\right)$ | $\mathcal{O}\left(n r \log n \log \frac{1}{\epsilon}\right)$ | $\mathcal{O}\left(n d r \log \frac{1}{\epsilon}\right)$ | i.i.d. Bernoulli $\left(\rho_{t}\right)$ where, |
| NORST-miss |  |  | $\rho_{t}=1-c / r$ for $t \in\left[t_{j}, t_{j}+(K+2) \alpha\right)$ |  |
| (this work) |  |  | $\rho_{t}=r \log l^{2} n \log r / n d$ other times |  |

Note: Here, $f(n)=\Omega(g(n))$ implies that there exists a $G>0$ and an $n_{0}>0$ s.t for all $n>$ $n_{0},|f(n)| \geq G \cdot|g(n)|$

Table 4.4: Comparing robust MC guarantees. We treat the condition number and incoherence parameters as constants for this table.

| Algorithm | Sample complexity | Memory | Time | Observed entries | Outliers |
| :---: | :---: | :---: | :---: | :---: | :---: |
| NNM [15] | $\Omega(n d)$ | $\mathcal{O}(n d)$ | $\mathcal{O}\left(n^{3} / \sqrt{\epsilon}\right)$ | i.i.d. Bernoulli $(c)$ | i.i.d. Bernoulli $(c)$ |
| Projected GD [11] | $\Omega\left(n r^{2} \log ^{2} n\right)$ | $\mathcal{O}(n d)$ | $\Omega\left(n r^{3} \log ^{2} n \log ^{2}(1 / \epsilon)\right)$ | i.i.d. Bernoulli $(m / n d)$ | bounded fraction $(\mathcal{O}(1 / r)$ per row and col) |
| NORST-miss-rob | $\Omega(n d(1-1 / r))$ | $\mathcal{O}(n r \log n \log (1 / \epsilon))$ | $\mathcal{O}(n d r \log (1 / \epsilon))$ | bounded frac | bounded frac. |
| (this work) |  |  |  |  | $\mathcal{O}(1 / r)$ per row, $\mathcal{O}(1)$ per col |

```
Algorithm 8 NORST-miss.
    Input: \(\boldsymbol{y}_{t}, \mathcal{T}_{t}\) Output: \(\hat{\ell}_{t}, \hat{\boldsymbol{P}}_{(t)}\) Parameters: \(r, K=C \log (1 / \varepsilon), \alpha=C f^{2} r \log n\), \(\omega_{\text {evals }}=\)
    \(2 \varepsilon^{2} \lambda^{+}\)
    \(\hat{\boldsymbol{P}}_{0} \leftarrow \mathbf{0}_{n \times r}, j \leftarrow 1, k \leftarrow 1\)
    phase \(\leftarrow\) update; \(\hat{t}_{0} \leftarrow 0 ; \hat{t}_{-1, \text { fin }}=0\)
    for \(t>0\) do
        \(\boldsymbol{\Psi} \leftarrow \boldsymbol{I}-\hat{\boldsymbol{P}}_{(t-1)} \hat{\boldsymbol{P}}_{(t-1)}{ }^{\prime} ; \tilde{\boldsymbol{y}}_{t} \leftarrow \boldsymbol{\Psi} \boldsymbol{y}_{t} ;\)
        \(\hat{\boldsymbol{\ell}}_{t} \leftarrow \boldsymbol{y}_{t}-\boldsymbol{I}_{\mathcal{T}_{t}}\left(\boldsymbol{\Psi}_{\mathcal{T}_{t}}{ }^{\prime} \boldsymbol{\Psi}_{\mathcal{T}_{t}}\right)^{-1} \boldsymbol{\Psi}_{\mathcal{T}_{t}} \tilde{\boldsymbol{y}}_{t}\).
        if phase \(=\) update then
            if \(t=\hat{t}_{j}+u \alpha-1\) for \(u=1,2, \cdots\), then
                    \(\hat{\boldsymbol{P}}_{j, k} \leftarrow r-\operatorname{SVD}\left[\hat{\boldsymbol{L}}_{t ; \alpha}\right], \hat{\boldsymbol{P}}_{(t)} \leftarrow \hat{\boldsymbol{P}}_{j, k}, k \leftarrow k+1\).
            else
                \(\hat{\boldsymbol{P}}_{(t)} \leftarrow \hat{\boldsymbol{P}}_{(t-1)}\)
            end if
            if \(t=\hat{t}_{j}+K \alpha-1\) then
                    \(\hat{t}_{j, \text { fin }} \leftarrow t, \hat{\boldsymbol{P}}_{j} \leftarrow \hat{\boldsymbol{P}}_{(t)}\)
                \(k \leftarrow 1, j \leftarrow j+1\), phase \(\leftarrow\) detect.
            end if
        end if
        if phase \(=\) detect and \(t=\hat{t}_{j-1, \text { fin }}+u \alpha\) then
            \(\boldsymbol{\Phi} \leftarrow\left(\boldsymbol{I}-\hat{\boldsymbol{P}}_{j-1} \hat{\boldsymbol{P}}_{j-1}{ }^{\prime}\right), \boldsymbol{B} \leftarrow \boldsymbol{\Phi} \hat{\boldsymbol{L}}_{t, \alpha}\)
            if \(\lambda_{\max }\left(\boldsymbol{B B}^{\prime}\right) \geq \alpha \omega_{\text {evals }}\) then
                phase \(\leftarrow\) update, \(\hat{t}_{j} \leftarrow t\),
            end if
        end if
    end for
    Smoothing mode: At \(t=\hat{t}_{j}+K \alpha\) for \(t \in\left[\hat{t}_{j-1}+K \alpha, \hat{t}_{j}+K \alpha-1\right]\)
    \(\hat{\boldsymbol{P}}_{(t)}^{\text {smooth }} \leftarrow \operatorname{basis}\left(\left[\hat{\boldsymbol{P}}_{j-1}, \hat{\boldsymbol{P}}_{j}\right]\right)\)
    \(\boldsymbol{\Psi} \leftarrow \boldsymbol{I}-\hat{\boldsymbol{P}}_{(t)}^{\text {smooth }} \hat{\boldsymbol{P}}_{(t)}^{\text {smooth } / ~}\)
    \(\hat{\boldsymbol{\ell}}_{t}^{\text {smooth }} \leftarrow \boldsymbol{y}_{t}-\boldsymbol{I}_{\mathcal{T}_{t}}\left(\boldsymbol{\Psi}_{\mathcal{T}_{t}} \boldsymbol{\Psi}_{\mathcal{T}_{t}}\right)^{-1} \boldsymbol{\Psi}_{\mathcal{T}_{t}} \boldsymbol{y}_{t}\)
```

```
Algorithm 9 NORST-miss-robust. Obtain \(\hat{\boldsymbol{P}}_{0}\) by \(C \log r\) iterations of AltProj applied to \(\boldsymbol{Y}_{\left[1 ; t_{\text {train }}\right]}\)
with \(t_{\text {train }}=C r\) and with setting \(\left(\boldsymbol{y}_{t}\right)_{\mathcal{T}_{t}}=10\) (or any large nonzero value) for all \(t=1,2, \ldots, t_{\text {train }}\).
    Input: \(\boldsymbol{y}_{t}, \mathcal{T}_{t}\) Output: \(\hat{\boldsymbol{\ell}}_{t}, \hat{\boldsymbol{P}}_{(t)}\)
    Extra Parameters: \(\omega_{\text {supp }} \leftarrow x_{\text {min }} / 2, \xi \leftarrow x_{\text {min }} / 15\)
    \(\hat{P}_{0} \leftarrow\) obtain as given in the caption;
    \(j \leftarrow 1, k \leftarrow 1\), phase \(\leftarrow\) update; \(\hat{t}_{0} \leftarrow t_{\text {train }}\);
    for \(t>t_{\text {train }}\) do
    \(\boldsymbol{\Psi} \leftarrow \boldsymbol{I}-\hat{\boldsymbol{P}}_{(t-1)} \hat{\boldsymbol{P}}_{(t-1)}{ }^{\prime} ; \tilde{\boldsymbol{y}}_{t} \leftarrow \boldsymbol{\Psi} \boldsymbol{y}_{t} ;\)
```



```
    \(\hat{\mathcal{T}}_{t} \leftarrow \mathcal{T}_{t} \cup \leftarrow\left\{i:\left|\hat{\boldsymbol{x}}_{t, \text { cs }}\right|>\omega_{\text {supp }}\right\}\)
    \(\hat{\boldsymbol{\ell}}_{t} \leftarrow \boldsymbol{y}_{t}-\boldsymbol{I}_{\hat{\mathcal{T}}_{t}}\left(\boldsymbol{\Psi}_{\hat{\mathcal{T}}_{t}}{ }^{\prime} \boldsymbol{\Psi}_{\hat{\mathcal{T}}_{t}}\right)^{-1} \boldsymbol{\Psi}_{\hat{\mathcal{T}}_{t}}{ }^{\prime} \tilde{\boldsymbol{y}}_{t}\)
    Lines \(9-27\) of Algorithm 8
    end for
    Offline (RMC solution): line 25 of Algorithm 8.
```

Table 4.5: (top) Number of samples (frames) required by NORST and its heuristic extensions, and PETRELS to attain $\approx 10^{-16}$ accuracy. The observed entries are drawn from a i.i.d. Bernoulli model with $\rho=0.7$ fraction of observed entries. Notice that NORST-buffer(4) and NORST-slidingwindow ( $\beta=10, R=1$ ) converges at the same rate as PETRELS and the time is also comparable. The other variants require more samples to obtain the same error but are faster compared to PETRELS. (bottom) Evaluation of Sample Efficient NORST with $\rho_{1}=0.9$ and $\rho_{2}=0.15$.

| Algorithm | NORST | NORST-buffer |  |  |  | NORST-sliding-window and buffer |  | PETRELS |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| Parameter $R, \beta$ |  | $R=1$ | $R=2$ | $R=3$ | $R=4$ | $\beta=1, R=0$ | $\beta=10, R=1$ |  |
| Time taken (ms) | 1.9 | 10.8 | 18.6 | 27.5 | 34.5 | 16 | 35 | 33 |
| Number of samples | 3540 | 2580 | 2100 | 2050 | 1950 | 2400 | 1740 | 1740 |


| Algorithm | NORST-miss (6) | NORST-samp-eff (1) | PETRELS (15) | GROUSE (2) |
| :---: | :---: | :---: | :---: | :---: |
| Average Error | 0.04 | 0.04 | 0.02 | 0.13 |

Table 4.6: Comparison of $\|\boldsymbol{L}-\hat{\boldsymbol{L}}\|_{F} /\|\boldsymbol{L}\|_{F}$ for MC. We report the time taken per sample in milliseconds in parenthesis. Thus the table format is Error (computational time per sample). The first three rows are for the fixed subspace model. The fourth row contains results for time-varying subspace and with noise of standard deviation $0.003 \sqrt{\lambda^{-}}$added. The last row reports Background Video Recovery results (for the curtain video shown in Fig. 4.4 when missing entries are Bernoulli with $\rho=0.9$.

| Subspace model | NORST-smoothing | nuclear norm min (NNM) solvers |  | projected-GD |
| :---: | :---: | :---: | :---: | :---: |
|  |  | IALM | SVT |  |
| Fixed (Bern, $\rho=0.9)$ | $1.26 \times 10^{-15}(10)$ | $1.43 \times 10^{-12}(150)$ | $7.32 \times 10^{-7}(164)$ | $0.98(1)$ |
| Fixed (Bern, $\rho=0.3)$ | $3.5 \times 10^{-6}(11)$ | $5.89 \times 10^{-13}(72)$ | - | $0.98(9)$ |
| Noisy, Changing (Bern, $\rho=0.9)$ | $3.1 \times 10^{-4}(3.5)$ | $3.47 \times 10^{-4}(717)$ | $2.7 \times 10^{-3}(256)$ | $0.97(2)$ |
| Video Data | $0.0074(83.7)$ | $0.0891(57.5)$ | $0.0034(6177)$ | - |

Table 4.7: Comparing recovery error for Robust MC methods. Missing entries were Bernoulli with $\rho=0.9$, and the outliers were sparse Moving Objects with $\rho_{\text {sparse }}=0.95$. The time taken per sample is shown in parentheses.

| NORST-miss-rob | GRASTA-RMC | projected-GD |
| :---: | :---: | :---: |
| $0.0832(3)$ | $0.1431(2.9)$ | $0.5699(2)$ |
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#### Abstract

Subspace tracking (ST) with missing data (ST-miss) or outliers (Robust ST) or both (Robust ST-miss) has been extensively studied in the last many years. This work provides a new simple algorithm and guarantee for both ST with missing data (ST-miss) and RST-miss. Unlike past work on this topic, the algorithm is much simpler (uses fewer parameters) and the guarantee does not make the artificial assumption of piecewise constant subspace change, although it still handles that setting. Secondly, we extend our approach and its analysis to provably solving these problems when the raw data is federated and when the over-air data communication modality is used for information exchange between the $K$ peer nodes and the center.


### 5.1 Introduction

Subspace tracking (ST) with missing data or outliers or both has been extensively studied in the last few decades [44, 10, 48, 33, 40]. ST with outlier data is commonly referred to as Robust ST (RST); it is the dynamic or "tracking" version of Robust PCA [7, 32]. This work provides a new simple algorithm and guarantee for both ST with missing data (ST-miss) and RST-miss. Secondly, we extend our approach and its analysis to provably solving these problems when the data is federated and when the over-air data communication modality [3] is used for information exchange between the $K$ peer nodes and the central server. (R)ST-miss has important applications
in video analytics [8], social network activity learning [47] (anomaly detection) and recommendation system design [42] (learning time-varying low-dimensional user preferences from incomplete user ratings). The federated setting is most relevant for the latter two. At each time, each local node would have access to user ratings or messaging data from a subset of nearby users, but the subspace learning and matrix completion algorithm needs to use data from all the users.

Federated learning [18] refers to a distributed learning scenario in which individual nodes keep their data private but only share intermediate locally computed summary statistics with the central server at each algorithm iteration. The central server in turn, shares a global aggregate of these iterates with all the nodes. There has been extensive recent work on solving machine learning problems in a federated setting [19, 46, 41, 5, 22] but all these assume a perfect channel between the peer nodes and the central server. This is a valid assumption in the traditional digital transmission mode in which different peer nodes transmit in different time or frequency bands, and appropriate channel coding is done at lower network layers to enable error-free recovery with very high probability.

Advances in wireless communication technology now allow for (nearly) synchronous transmission by the various peer nodes and thus enable an alternate computation/communication paradigm for learning algorithms for which the aggregation step is a summation operation. In this alternate paradigm, the summation can be performed "over-air" using the superposition property of the wireless channel and the summed aggregate or its processed version can be broadcasted to all the nodes $[2,3,45]$. Assuming $K$ peer nodes, this over-air addition is up to $K$-times more time- or bandwidth-efficient than the traditional mode. In the absence of error control coding at the lower network layers, additive channel noise and channel fading effects corrupt the transmitted data. In general, there exist well-established physical layer communication techniques to estimate and compensate for channel fading [38]. Also, while perfect synchrony in transmission is impossible, small timing mismatches can be handled using standard techniques. We expand upon both these points in Sec 5.4.1. From a signal processing perspective, therefore, the main issue to be tackled is the additive channel noise which now corrupts each algorithm iterate.

Related Work. Provable ST with missing or corrupted data (ST-miss and RST-miss) in the centralized setting has been extensively studied in past work [10, 48, 33, 29, 28, 12]. All existing results are either partial guarantees (need assumptions on intermediate algorithm estimates; do not provide a set of assumptions on algorithm inputs that guarantee that the algorithm output is close to the quantity of interest) $[10,48,33,12]$ or assume piecewise constant subspace change [29, 28]. This assumption is often not valid in practice, e.g, there is no reason for a "subspace change time" in case of slow changing video backgrounds. Existing works assume it in order to obtain simple guarantees for $\epsilon$-accurate subspace recovery for any $\epsilon>0$ (in the noise-free case) or for any $\epsilon$ larger than the noise-level (in the noisy case).

The only other existing works that also study unsupervised learning algorithms with noisy algorithm iterations are [15, 4]; both these works study the noisy iteration version of the power method (PM) for computing the top $r$ singular vectors of a given data matrix. In these works, noise is deliberately added to each algorithm iterate in order to ensure privacy of the data matrix.

It should be noted that other solutions to batch low-rank matrix completion (LRMC) cannot be implemented to respect the federated constraints (the aggregation step needs to be a summation operation). We briefly discuss these in Sec. 5.4. Another somewhat related line of work involves distributed algorithms for PCA; these are reviewed in [42], and there is also one for distributed ST-miss [21], Most of these come without provable guarantees, and most also do not account for either missing data or iteration-noise or both. For example, the recent work [23] aims to optimize communication efficiency but the channel is assumed to be perfect, and so iteration noise is not considered. Moreover, the algorithm is computationally expensive (involves computing a full SVD of a large matrix); and the guarantee provided is a multiplicative one on the PCA reconstruction error. Finally, LRMC in a decentralized setting is studied in [25] with the goal of speeding up computation via parallel processing using multiple computing nodes. In this paper as well, the full data is communicated to the central server and hence this is not a federated setting. Also, no channel noise is considered. It is not clear if this algorithm or guarantee can be modified to deal
with federated data or over-air communication. Finally, there also exist heuristics for various types of distributed LRMC such as [37, 1, 43].

Other works that also develop algorithms for the federated over-air aggregation setting include [3, 14]. However, all these develop stochastic gradient descent (SGD) based algorithms and the focus is on optimizing resource allocation to satisfy transmit power constraints. These do not provide performance guarantees for the resulting perturbed SGD algorithm. A different related line of work is in developing federated algorithms, albeit not in the over-air aggregation mode. Recent works such as [19, 20] attempt to empirically optimize the communication efficiency. Similarly, [13] studies federated PCA but it does not consider over-air communication paradigm, and does not deal with outliers or missing data.

Contributions. This work has two contributions. First, we obtain a new set of results that provide a complete guarantee for ST-miss and RST-miss without assuming piecewise constant subspace change. The tradeoff is our error bounds are a little more complicated. Another advantage of our new result is that it analyzes a much simpler tracking algorithm (only one algorithm parameter needs to be set instead of three). Our guarantee is useful (improves upon the naive approach of standard PCA repeated every $\alpha$ frames) when the subspace changes are indeed slow enough. At the same time, we can still obtain a guarantee for our simpler algorithm that holds under piecewise constant subspace change but does not require an upper bound on the amount of change, i.e, we can still recover the result of [28].

The second contribution of this work is a provable solution to the above problem in the federated data setting when the data communication is done in the over-air mode. As explained above, the main new challenge here is to develop approaches that are provably robust to additive noise in the algorithm iterates. This setting of noisy iterations has received little attention in literature as noted above. To the best of our knowledge, this is the first provable algorithm that studies (R)ST-miss in a federated, over-air paradigm. The main challenges here are (i) a design of an algorithm for this setting (this requires use of a federated over-air power method (FedOA-PM) for solving the PCA step) and (ii) dealing with noise iterates due to the channel noise. For the latter, the main work is
in obtaining a modified result for PCA in sparse data-dependent noise solved via the FedOA-PM; see Lemma 5.84.

Chapter organization. We give the centralized problem formulation next. After this, in Sec 5.3, we develop our solution for just ST-miss in the centralized setting and explain how it successfully relaxes the piecewise constant subspace change assumption made by existing guarantees. Next, we consider RST-miss in the federated over-air setting in Sec 5.4. Simulations are shown in Sec 5.5.

### 5.2 Notation and Problem Formulation

### 5.2.1 Notation

We use the interval notation $[a, b]$ to refer to all integers between $a$ and $b$, inclusive, and we use $[a, b):=[a, b-1]$. We use $[K]:=[1, K]$. $\|$.$\| denotes the l_{2}$ norm for vectors and induced $l_{2}$ norm for matrices unless specified otherwise. We use $\boldsymbol{I}$ to denote the identity matrix of appropriate dimensions. We use $\boldsymbol{M}_{\mathcal{T}}$ to denote a sub-matrix of $\boldsymbol{M}$ formed by its columns indexed by entries in the set $\mathcal{T}$. A matrix $\boldsymbol{P}$ with mutually orthonormal columns is referred to as a basis matrix; it represents the subspace spanned by its columns. For basis matrices $\boldsymbol{P}_{1}, \boldsymbol{P}_{2}, \operatorname{SE}\left(\boldsymbol{P}_{1}, \boldsymbol{P}_{2}\right):=$ $\left\|\left(\boldsymbol{I}-\boldsymbol{P}_{1} \boldsymbol{P}_{1}^{\top}\right) \boldsymbol{P}_{2}\right\|$ quantifies the Subspace Error (distance) between their respective subspaces. This is equal to the sine of the largest principal angle between the subspaces. If $\boldsymbol{P}_{1}$ and $\boldsymbol{P}_{2}$ are of the same dimension, $\operatorname{SE}\left(\boldsymbol{P}_{1}, \boldsymbol{P}_{2}\right)=\operatorname{SE}\left(\boldsymbol{P}_{2}, \boldsymbol{P}_{1}\right)$. We reuse the letters $C, c$ to denote different numerical constants in each use with the convention that $C \geq 1$ and $c<1$.

We use $r-S V D$ to refer to the matrix of top- $r$ left singular vectors (vectors corresponding to the $r$ largest singular values) of the given matrix. Finally, $\boldsymbol{M}^{\dagger}:=\left(\boldsymbol{M}^{\top} \boldsymbol{M}\right)^{-1} \boldsymbol{M}^{\top}$ is used to denote the pseudo inverse of $\boldsymbol{M}$.

### 5.2.2 ST with missing data (ST-miss)

Assume that at each time $t$, we observe an $n$-dimensional data stream of the form

$$
\begin{equation*}
\boldsymbol{y}_{t}=\mathcal{P}_{\Omega_{t}}\left(\tilde{\ell}_{t}\right), \quad t=1,2, \cdots, d \tag{5.1}
\end{equation*}
$$

where $\mathcal{P}_{\Omega_{t}}(\cdot)$ is a binary mask that selects entries in the index set $\Omega_{t}$ (this is known), and $\tilde{\ell}_{t}$ approximately lies an low (at most $r$ ) dimensional subspace that is either constant or changes slowly over time. The goal is to track the subspace(s). This statement can be made precise in several ways. The first is as done in past work [28] (and older work). One assumes a "generative model": $\tilde{\boldsymbol{\ell}}_{t}=\boldsymbol{P}_{t} \boldsymbol{a}_{t}$ with $\boldsymbol{P}_{t}$ being a $n \times r$ basis matrix. The goal is to track the column span of $\boldsymbol{P}_{t}$, $\operatorname{span}\left(\boldsymbol{P}_{t}\right)$. To make this problem well-posed (number of unknowns smaller than number of observed scalars), the piecewise constant subspace change model assumption becomes essential as explained in [28]. However, this is a restrictive assumption that is typically not valid for real data, e.g., there is no reason for the subspaces to change at certain select time instants in case of slow changing videos.

A second approach to make our problem statement precise, and the one that we use in this work, is as follows. For an $\alpha$ large enough ${ }^{1}$, consider $\alpha$-length sub-matrices formed by consecutive $\tilde{\ell}_{t}$ 's. Let $\tilde{\boldsymbol{L}}_{1}:=\left[\tilde{\ell}_{1}, \tilde{\ell}_{2}, \ldots, \tilde{\ell}_{\alpha}\right] ; \tilde{\boldsymbol{L}}_{2}:=\left[\tilde{\ell}_{\alpha+1}, \tilde{\ell}_{\alpha+2}, \ldots, \tilde{\ell}_{2 \alpha}\right]$ and so on. Let $\boldsymbol{P}_{j}$ be the $r$-SVD (matrix of top $r$ singular vectors) of $\tilde{\boldsymbol{L}}_{j}$. Slow subspace change means that, for all $j$,

$$
\Delta_{j}:=\mathrm{SE}\left(\boldsymbol{P}_{j-1}, \boldsymbol{P}_{j}\right) \leq \Delta_{t v}
$$

for a $\Delta_{t v} \ll 1$. Our guarantee assumes $\Delta_{t v}=0.1$. The goal is to track (sequentially estimate) the subspace spanned by the columns of $\boldsymbol{P}_{j}$ as well as the rank-r approximation, $\boldsymbol{L}_{j}:=\boldsymbol{P}_{j} \boldsymbol{P}_{j}^{\top} \tilde{\boldsymbol{L}}_{j}$. As is well known (Eckart-Young theorem), this minimizes $\|\tilde{\boldsymbol{L}}-\check{\boldsymbol{L}}\|_{2}$ over all rank $r$ matrices $\check{\boldsymbol{L}}$. We will occasionally refer to $\boldsymbol{L}_{j}$ and its columns $\boldsymbol{\ell}_{t}$ as the true data.

Let $\boldsymbol{A}_{j}:=\boldsymbol{P}_{j}^{\top} \tilde{\boldsymbol{L}}_{j}$ be the matrix of subspace coefficients along $\boldsymbol{P}_{j}$. Let $\boldsymbol{V}_{j}:=\tilde{\boldsymbol{L}}_{j}-\boldsymbol{L}_{j}$ be the residual noise/error. Clearly, since

$$
\tilde{\boldsymbol{L}}_{j} \stackrel{\mathrm{SVD}}{=}[\boldsymbol{P}_{j} \underbrace{\boldsymbol{S} \boldsymbol{B}^{\top}}_{\boldsymbol{A}_{j}}+\underbrace{\boldsymbol{P}_{j, \perp} \boldsymbol{S}_{\perp} \boldsymbol{B}_{\perp}^{\top}}_{\boldsymbol{V}_{j}}]=\underbrace{\boldsymbol{P}_{j} \boldsymbol{A}_{j}}_{\boldsymbol{L}_{j}}+\boldsymbol{V}_{j},
$$

it is immediate that $\boldsymbol{L}_{j} \boldsymbol{V}_{j}^{\top}=0$.
Let $\boldsymbol{a}_{t}, \boldsymbol{\ell}_{t}$ and $\boldsymbol{v}_{t}$ be the columns of $\boldsymbol{A}_{j}, \boldsymbol{L}_{j}$, and $\boldsymbol{V}_{j}$ respectively. Thus, for $t \in \mathcal{J}_{j}:=$ $[(j-1) \alpha+1,(j-1) \alpha+2, \ldots j \alpha], \boldsymbol{a}_{t}=\boldsymbol{P}_{j}^{\top} \tilde{\boldsymbol{\ell}}_{t}, \boldsymbol{\ell}_{t}=\boldsymbol{P}_{j} \boldsymbol{a}_{t}$, and $\boldsymbol{v}_{t}=\tilde{\boldsymbol{\ell}}_{t}-\boldsymbol{\ell}_{t}$.

[^26]Also, let $\mathcal{T}_{t}=\left(\Omega_{t}\right)^{c}$ be the index set of missing entries at time $t$. With this, we can rewrite (5.1) as

$$
\begin{aligned}
\boldsymbol{y}_{t}=\mathcal{P}_{\Omega_{t}}\left(\tilde{\ell}_{t}\right) & =\tilde{\ell}_{t}-\boldsymbol{I}_{\mathcal{T}_{t}} \boldsymbol{I}_{\mathcal{T}_{t}}^{\top} \tilde{\ell}_{t} \\
& =\boldsymbol{\ell}_{t}+\boldsymbol{v}_{t}-\boldsymbol{I}_{\mathcal{T}_{t}} \boldsymbol{I}_{\mathcal{T}_{t}}^{\top}\left(\ell_{t}+\boldsymbol{v}_{t}\right)
\end{aligned}
$$

### 5.2.3 Robust ST-miss (RST-miss)

Robust ST-miss assumes that there can also be additive sparse outliers in the observed data $\boldsymbol{y}_{t}$. Thus, for all $t=1,2, \cdots, d$,

$$
\begin{equation*}
\boldsymbol{y}_{t}=\mathcal{P}_{\Omega_{t}}\left(\tilde{\ell}_{t}\right)+s_{t} \tag{5.2}
\end{equation*}
$$

where $s_{t}$ is the sparse outlier with support $\mathcal{T}_{\text {sparse }, t}$. The assumptions on $\Omega_{t}, \tilde{\ell}_{t}$ remain exactly the same as in the previous section. Due to space constraints, we provide the complete algorithm and guarantee for this problem in the supplementary material.

### 5.2.4 Federated Over-Air Data Sharing Constraints and Iteration Noise

The goal is to also solve RST-miss in a federated over-air fashion. Concretely, this means the following for an iterative algorithm. At iteration $l$, the central server broadcasts the $(l-1)$-th estimate of the quantity of interest ${ }^{2}$ denoted $\hat{\boldsymbol{U}}_{l-1}$ to each of the $K$ nodes. Each node then uses this estimate and its (locally) available data to compute the new local estimate denoted $\tilde{\boldsymbol{U}}_{k, l}$. The nodes then synchronously transmit these to the central server but the transmission is corrupted by channel noise and thus the central server receives

$$
\tilde{\boldsymbol{U}}_{l}:=\sum_{k} \tilde{\boldsymbol{U}}_{k, l}+\boldsymbol{W}_{l}
$$

where $\boldsymbol{W}_{l}$ is the channel noise. We assume that each entry of $\boldsymbol{W}_{l}$ is i.i.d. zero-mean Gaussian with variance $\sigma_{c}^{2}$. The central server then processes $\tilde{\boldsymbol{U}}_{l}$ to get the new estimate of the quantity of interest, $\hat{\boldsymbol{U}}_{l}$ which is then broadcast to all $K$ nodes for the next iteration. The presence of $\boldsymbol{W}_{l}$

[^27]in each iteration introduces a new and different set of challenges in algorithm design and analysis compared to what has been largely explored in existing literature.

### 5.3 ST from Missing Data (ST-miss)

### 5.3.1 Proposed Algorithm

Recall that we split our data into mini-batches of size $\alpha$; thus $\boldsymbol{Y}_{1}:=\left[\boldsymbol{y}_{1}, \boldsymbol{y}_{2}, \ldots \boldsymbol{y}_{\alpha}\right], \boldsymbol{Y}_{2}:=$ $\left[\boldsymbol{y}_{\alpha+1}, \boldsymbol{y}_{\alpha+2}, \ldots \boldsymbol{y}_{2 \alpha}\right]$ and so on. Thus $\boldsymbol{Y}_{j}:=\left[\boldsymbol{y}_{(j-1) \alpha+1}, \boldsymbol{y}_{(j-1) \alpha+2}, \ldots, \boldsymbol{y}_{j \alpha}\right]$. Without the slow subspace change assumption, the obvious way to solve ST-miss would be to use what can be called simple $P C A$ : for each mini-batch $j$, compute $\hat{\boldsymbol{P}}_{j}$ as the $r$-SVD of $\boldsymbol{Y}_{j}$. However, when slow subspace change is assumed, a better approach is a simplification of our algorithm from [28]. We still initialize via $r$-SVD: compute $\hat{\boldsymbol{P}}_{1}$ as the $r$-SVD of $\boldsymbol{Y}_{1}$. For the $j$-th mini-batch, we first obtain an estimate of the missing entries for each column using the previous subspace estimate and projected Least Squares (LS) as follows. For every $t \in((j-1) \alpha, j \alpha]$, we compute

$$
\begin{equation*}
\hat{\boldsymbol{\ell}}_{t}=\boldsymbol{y}_{t}-\boldsymbol{I}_{\mathcal{T}_{t}} \boldsymbol{\Psi}_{\mathcal{T}_{t}}^{\dagger}\left(\boldsymbol{\Psi} \boldsymbol{y}_{t}\right) \tag{5.3}
\end{equation*}
$$

where $\boldsymbol{\Psi}=\boldsymbol{I}-\hat{\boldsymbol{P}}_{j-1} \hat{\boldsymbol{P}}_{j-1}^{\top}$. This step works under the assumption that the span of $\hat{\boldsymbol{P}}_{j-1}$ is a good estimate of that of $\boldsymbol{P}_{j-1}$. By slow subspace change, this also means it is a good estimate of the span of $\boldsymbol{P}_{j}$. This equation is a compact way to write the following: $\left(\hat{\ell}_{t}\right)_{\mathcal{T}_{t}^{c}}=\left(\boldsymbol{y}_{t}\right)_{\mathcal{T}_{t}^{c}}=\left(\tilde{\ell}_{t}\right)_{\mathcal{T}_{t}^{c}}$ (use the observed entries as is) and $\left(\hat{\ell}_{t}\right)_{\mathcal{T}_{t}}=\boldsymbol{\Psi}_{\mathcal{T}_{t}}^{\dagger}\left(\boldsymbol{\Psi} \boldsymbol{y}_{t}\right)$. To understand this, notice that $\boldsymbol{\Psi} \boldsymbol{y}_{t}=$ $-\boldsymbol{\Psi}_{\mathcal{T}_{t}} \boldsymbol{z}_{t}+\left(\boldsymbol{\Psi} \boldsymbol{\ell}_{t}+\boldsymbol{\Psi} \boldsymbol{v}_{t}\right)$ where $\boldsymbol{z}_{t}:=\left(\boldsymbol{I}_{\mathcal{T}_{t}}{ }^{\top} \tilde{\boldsymbol{\ell}}_{t}\right)$ is the vector of missing entries. The second two terms can be treated as small "noise"/disturbance ${ }^{3}$ and so we can compute an estimate of $\boldsymbol{z}_{t}$ from $\boldsymbol{\Psi} \boldsymbol{y}_{t}$ by LS.

The second step is to compute $\hat{\boldsymbol{P}}_{j}$ as the $r$-SVD of $\hat{\boldsymbol{L}}_{j}:=\left[\hat{\boldsymbol{\ell}}_{(j-1) \alpha+1}, \cdots, \hat{\boldsymbol{\ell}}_{j \alpha}\right]$.
Finally, we can use $\hat{\boldsymbol{P}}_{j}$ to obtain an optional improved estimate, $\hat{\hat{\ell}}_{t}=\boldsymbol{y}_{t}-\boldsymbol{I}_{\mathcal{I}_{t}} \tilde{\boldsymbol{T}}_{\mathcal{T}_{t}}^{\dagger}\left(\tilde{\boldsymbol{\Psi}} \boldsymbol{y}_{t}\right)$ where $\tilde{\boldsymbol{\Psi}}=\boldsymbol{I}-\hat{\boldsymbol{P}}_{j} \hat{\boldsymbol{P}}_{j}^{\top}$. We summarize this approach in Algorithm 10. We show next that, under slow

[^28]```
Algorithm 10 STMiss-NoDet
Require: \(\boldsymbol{Y}, \mathcal{T}\)
    Parameters: \(\alpha\)
    Initialize: \(\hat{\boldsymbol{P}}_{1} \leftarrow r-S V D\left[\boldsymbol{y}_{1}, \cdots, \boldsymbol{y}_{\alpha}\right], j \leftarrow 2\)
    for \(j \geq 2\) do
        Projected LS:
        \(\boldsymbol{\Psi} \leftarrow \boldsymbol{I}-\hat{\boldsymbol{P}}_{j-1} \hat{\boldsymbol{P}}_{j-1}^{\top}\)
        for all \(t \in((j-1) \alpha, j \alpha]\) do
            \(\hat{\ell}_{t} \leftarrow \boldsymbol{y}_{t}-\boldsymbol{I}_{\mathcal{T}_{t}}\left(\boldsymbol{\Psi}_{\mathcal{T}_{t}}\right)^{\dagger}\left(\boldsymbol{\Psi} \boldsymbol{y}_{t}\right)\)
        end for
        PCA on \(\hat{\boldsymbol{L}}_{j}\) :
        \(\hat{\boldsymbol{P}}_{j} \leftarrow r-\operatorname{SVD}\left(\hat{\boldsymbol{L}}_{j}\right)\) where \(\hat{\boldsymbol{L}}_{j}:=\left[\hat{\boldsymbol{\ell}}_{(j-1) \alpha+1}, \cdots, \hat{\boldsymbol{\ell}}_{j \alpha}\right]\)
        \(\tilde{\boldsymbol{\Psi}} \leftarrow \boldsymbol{I}-\hat{\boldsymbol{P}}_{j} \hat{\boldsymbol{P}}_{j}^{\top}\)
        \(\hat{\hat{\boldsymbol{\ell}}}_{t} \leftarrow \boldsymbol{y}_{t}-\boldsymbol{I}_{\mathcal{T}_{t}}\left(\tilde{\boldsymbol{\Psi}}_{\mathcal{T}_{t}}\right)^{\dagger}\left(\tilde{\boldsymbol{\Psi}} \boldsymbol{y}_{t}\right)\)
        end for
    end for
Ensure: \(\hat{\boldsymbol{P}}_{j}, \hat{\ell}_{t}, \hat{\hat{\ell}}_{t}\).
```

        for all \(t \in((j-1) \alpha, j \alpha]\) do \(\triangleright\) optional
    subspace change, Algorithm 10 yields a significantly better subspace estimates than simple PCA (PCA on each $\boldsymbol{Y}_{j}$ ).

### 5.3.2 Assumptions and Main Result

It is well known from the LRMC literature $[8,34,31]$ that for guaranteeing correct matrix recovery, we need to assume incoherence (w.r.t. the standard basis) of the left and right singular vectors of the matrix. We need a similar assumption on $\boldsymbol{P}_{j}$ 's.

Definition 5.69 ( $\mu$-Incoherence of $\boldsymbol{P}_{j} \mathrm{~s}$ ). Assume that

$$
\max _{j \in[d / \alpha]} \max _{m \in[r]}\left\|\boldsymbol{P}_{j}^{(m)}\right\|_{2}^{2} \leq \frac{\mu r}{n}
$$

where $\boldsymbol{P}_{j}^{(m)}$ denotes the $m$-th row of $\boldsymbol{P}_{j}$ and $\mu \geq 1$ is a constant (incoherence parameter).
Since we study a tracking algorithm (we want to track subspace changes quickly), we replace the standard right singular vectors' incoherence assumption with the following simple statistical assumption on the subspace coefficients $\boldsymbol{a}_{t}$. This helps us obtain guarantees on our mini-batch algorithm that operates on $\alpha$-size mini-batches of the data.

Definition 5.70 (Statistical $\mu$-Incoherence of $\left.\boldsymbol{a}_{i} \mathrm{~s}\right)$. Recall that $\boldsymbol{a}_{t}=\boldsymbol{P}_{j}^{\top} \tilde{\ell}_{t}$ for all $t \in \mathcal{J}_{j}$. Assume that the $\boldsymbol{a}_{t}$ 's are zero mean; mutually independent; have identical diagonal covariance matrix $\boldsymbol{\Lambda}$, i.e., that $\mathbb{E}\left[\boldsymbol{a}_{t} \boldsymbol{a}_{t}^{\top}\right]=\boldsymbol{\Lambda}$ with $\boldsymbol{\Lambda}$ diagonal; and are bounded, i.e., $\max _{t}\left\|\boldsymbol{a}_{t}\right\|^{2} \leq \mu r \lambda^{+}$, where $\lambda^{+}:=\lambda_{\max }(\boldsymbol{\Lambda})$ and $\mu \geq 1$ is a small constant. Also, let $\lambda^{-}:=\lambda_{\min }(\boldsymbol{\Lambda})$ and $f:=\lambda^{+} / \lambda^{-}$.

If a few complete rows (columns) of the entries are missing, it is impossible to recover the underlying matrix. This can be avoided by either assuming bounds on the number of missing entries in any row and in any column, or by assuming that each entry is observed uniformly at random with probability $\rho$ independent of all others. In this work we assume the former which is a weaker assumption. We need the following definition.

Definition 5.71 (Bounded Missing Entry Fractions). Consider the $n \times \alpha$ observed matrix $\boldsymbol{Y}_{j}$ for the $j$-th mini-batch of data. We use max-miss-frac-col (max-miss-frac-row) to denote the maximum of the fraction of missing entries in any column (row) of this matrix.

Owing to the assumption that $\tilde{\boldsymbol{L}}_{j}$ is approximately low-rank, it follows that $\tilde{\boldsymbol{L}}_{j}-\boldsymbol{L}_{j}:=\boldsymbol{V}_{j}$ is "small".

Definition 5.72 (Small, bounded, independent modeling error). Let $\lambda_{v}^{+}:=\max _{t}\left\|\mathbb{E}\left[\boldsymbol{v}_{t} \boldsymbol{v}_{t}^{\top}\right]\right\|$. We assume that $\lambda_{v}^{+}<\lambda^{-}, \max _{t}\left\|\boldsymbol{v}_{t}\right\|^{2} \leq C r \lambda_{v}^{+}$and $\boldsymbol{v}_{t}$ 's are mutually independent over time.

Main result. We have the following result for the naive algorithm of PCA on every mini-batch of $\alpha$ observed samples $\boldsymbol{Y}_{j}$. We use the following definition of noise level

$$
\text { no-lev }:=\sqrt{\lambda_{v}^{+} / \lambda^{-}}
$$

Theorem 5.73 (STmiss Algorithm 12). .
Set algorithm parameter $\alpha=C f^{2} r \log n$.
Assume that no-lev $<0.02$ and the following hold:

1. Incoherence: $\boldsymbol{P}_{j}$ 's satisfy $\mu$-incoherence, and $\boldsymbol{a}_{t}$ 's satisfy statistical right $\mu$-incoherence;
2. Missing Entries: max-miss-frac-col $\leq 0.01 /(\mu r)$, max-miss-frac-row $\leq 0.0001 / f^{2}$;
3. Modeling Error: assume Definition 5.72
4. Subspace Change: $\Delta_{j}:=\operatorname{SE}\left(\boldsymbol{P}_{j-1}, \boldsymbol{P}_{j}\right) \leq \Delta_{t v}=0.1$,
then, with probability at least $1-10 d n^{-10}$, we have

$$
\begin{aligned}
& \operatorname{SE}\left(\hat{\boldsymbol{P}}_{j}, \boldsymbol{P}_{j}\right) \\
& \leq \max \left(0.1 \cdot 0.3^{j-1}+\Delta_{t v}\left(0.3+0.3^{2} \ldots+0.3^{j-1}\right), n o-l e v\right) \\
& <\max \left(0.1 \cdot 0.3^{j-1}+0.5 \Delta_{t v}, n o-l e v\right)
\end{aligned}
$$

Also, at all $j$, and for $t \in[(j-1) \alpha, j \alpha),\left\|\hat{\boldsymbol{\ell}}_{t}-\tilde{\boldsymbol{\ell}}_{t}\right\| \leq 1.2 \cdot \operatorname{SE}\left(\hat{\boldsymbol{P}}_{j}, \boldsymbol{P}_{j}\right)\left\|\tilde{\ell}_{t}\right\|+\left\|\boldsymbol{v}_{t}\right\|$ while $\left\|\hat{\boldsymbol{\ell}}_{t}-\tilde{\boldsymbol{\ell}}_{t}\right\| \leq$ $1.2 \cdot \operatorname{SE}\left(\hat{\boldsymbol{P}}_{j-1}, \boldsymbol{P}_{j}\right)\left\|\tilde{\boldsymbol{\ell}}_{t}\right\|+\left\|\boldsymbol{v}_{t}\right\| \leq 1.2 \cdot\left(\Delta_{t v}+\mathrm{SE}\left(\hat{\boldsymbol{P}}_{j}, \boldsymbol{P}_{j}\right)\right)\left\|\tilde{\boldsymbol{\ell}}_{t}\right\|+\left\|\boldsymbol{v}_{t}\right\|$

Proof: See Sec. 5.3.4.

Theorem 5.74 (Simple PCA). Let $\hat{\boldsymbol{P}}_{j}$ be the $r-S V D$ of $\boldsymbol{Y}_{j}$ with $\alpha=C f^{2} r \log n$. Assume $\mu$ incoherence of $\boldsymbol{P}_{j} s$, statistical $\mu$-incoherence of $\boldsymbol{a}_{i} s$, modeling error assumption given in Definition 5.72, max-miss-frac-col $\leq 0.01 /(\mu r)$, max-miss-frac-row $\leq 0.01 / f^{2}$. Then, with probability at least $1-d n^{-10}$,

$$
\mathrm{SE}\left(\hat{\boldsymbol{P}}_{j}, \boldsymbol{P}_{j}\right) \leq \max (0.1 \cdot 0.25, \text { no-lev })
$$

Proof: The proof is the same as that for the initialization step of Algorithm 10; see Sec. 5.3.4. First consider the practically relevant setting of approximately rank $r \tilde{\boldsymbol{L}}_{j}$ 's so that the noise level $\sqrt{\lambda_{v}^{+} / \lambda^{-}}$is small. In particular, assume it is smaller than $0.1 \cdot 0.25$. Then, if $\Delta_{t v}$ is small enough, the bound of Theorem 5.73 is significantly smaller. If the noise level is larger, then in both cases, the noise level term dominates and both results give the same bound. In summary, in all cases, as long as $\Delta_{t v}$ is small (slow subspace change holds), Theorem 5.73 gives an as good or better bound. We demonstrate this point in Fig 5.1.

### 5.3.3 Guarantee for piecewise constant subspace change

Previous work on provable ST-miss [28] assumed piecewise constant subspace change (required the subspace to be constant for long enough), but did not require an upper bound on the amount of change. As we show next STmiss-NoDet is able to track such changes as well and provide similar tracking guarantees even under a (mild) generalization of the previous model.

Theorem 5.75. Set algorithm parameter $\alpha=C f^{2} r \log n$. Assume that no-lev $<0.02$ and the first three assumptions of Theorem 5.73 hold. Under an approximately piecewise constant subspace change model ( $\Delta_{j} \leq$ no-lev for all $j$ except for $j=j_{\gamma}$, for $\gamma=1,2, \ldots$, with the subspace change times satisfying $j_{\gamma}-j_{\gamma-1}>K:=C \log (1 / n o-l e v)$, then, w.p. at least $1-d n^{-10}$,

$$
\begin{aligned}
& \operatorname{SE}\left(\hat{\boldsymbol{P}}_{j}, \boldsymbol{P}_{j}\right) \leq \\
& \left\{\begin{array}{l}
(0.2+2 \text { no-lev }) \cdot 0.25+\text { no-lev }), \quad \text { if } \quad j=j_{\gamma} \\
(0.2+2 \text { no-lev }) \cdot 0.3^{\left(j-j_{\gamma}\right)-1}+\text { no-lev, } \quad \text { if } \quad j_{\gamma}<j<j_{\gamma+1}
\end{array}\right.
\end{aligned}
$$

Notice that for $j_{\gamma+1}>j>j_{\gamma}+K$, the bound is at most 2 no-lev.

The subspace change model in this result does not require an upper bound on the amount of subspace change as long as the change occurs infrequently. However, it still allows for small rotations to the subspace at each time. The exponential decay in the subspace recovery error bound is the same as that guaranteed by the results is [28]. STmiss-NoDet does not detect subspace changes. However, a detection step similar to that used in previous work can be included if needed and then a similar detection guarantee can also be proved. We provide these in the Supplementary Material (https://arxiv.org/abs/2002.12873).

### 5.3.4 Proof of Theorem 5.73 and 5.74

The proof follows by a careful application of a result from [30] that analyzes PCA in sparse datadependent noise (SDDN) along with simple linear algebra tricks, some of which are also borrowed from there. The novel contribution here is the application of the same ideas for providing a result
that holds under a much simpler and practically valid assumption of slow changing subspaces (without any artificial piecewise constant assumption). Also, the proof provided here is much shorter.

Subspace error bounds. Consider the projected LS step. Recall that $\boldsymbol{\Psi}=\boldsymbol{I}-\hat{\boldsymbol{P}}_{j-1} \hat{\boldsymbol{P}}_{j-1}^{\top}$. Since $\boldsymbol{y}_{t}$ can be expressed as $\boldsymbol{y}_{t}=\tilde{\ell}_{t}-\boldsymbol{I}_{\mathcal{T}_{t}}\left(\boldsymbol{I}_{\mathcal{T}_{t}}^{\top} \tilde{\boldsymbol{\ell}}_{t}\right)$, using the idea explained while developing the algorithm,

$$
\begin{aligned}
\hat{\ell}_{t} & =\boldsymbol{y}_{t}-\boldsymbol{I}_{\mathcal{T}_{t}} \boldsymbol{\Psi}_{\mathcal{T}_{t}}^{\dagger} \boldsymbol{\Psi}\left(-\boldsymbol{I}_{\mathcal{T}_{t}} \boldsymbol{I}_{\mathcal{T}_{t}}^{\top} \tilde{\ell}_{t}+\tilde{\ell}_{t}\right) \\
& =\boldsymbol{y}_{t}-\boldsymbol{I}_{\mathcal{T}_{t}}\left(\boldsymbol{\Psi}_{\mathcal{T}_{t}}^{\top} \boldsymbol{\Psi}_{\mathcal{T}_{t}}\right)^{-1} \boldsymbol{\Psi}_{\mathcal{T}_{t}}^{\top} \boldsymbol{\Psi}\left(-\boldsymbol{I}_{\mathcal{T}_{t}} \boldsymbol{I}_{\mathcal{T}_{t}}^{\top} \tilde{\ell}_{t}+\tilde{\ell}_{t}\right) \\
& =\boldsymbol{y}_{t}+\boldsymbol{I}_{\mathcal{T}_{t}} \boldsymbol{I}_{\mathcal{T}_{t}}^{\top} \tilde{\ell}_{t}-\boldsymbol{I}_{\mathcal{T}_{t}}\left(\boldsymbol{\Psi}_{\mathcal{T}_{t}}^{\top} \boldsymbol{\Psi}_{\mathcal{T}_{t}}\right)^{-1} \boldsymbol{\Psi}_{\mathcal{T}_{t}}^{\top} \tilde{\ell}_{t} \\
& =\tilde{\ell}_{t}-\boldsymbol{I}_{\mathcal{T}_{t}}\left(\boldsymbol{\Psi}_{\mathcal{T}_{t}}^{\top} \boldsymbol{\Psi}_{\mathcal{T}_{t}}\right)^{-1} \boldsymbol{\Psi}_{\mathcal{T}_{t}}^{\top} \tilde{\ell}_{t} \\
& =\boldsymbol{\ell}_{t}+\boldsymbol{v}_{t}-\boldsymbol{I}_{\mathcal{T}_{t}}\left(\boldsymbol{\Psi}_{\mathcal{T}_{t}}\right)^{\dagger} \boldsymbol{\Psi}_{\mathcal{T}_{t}}^{\top}\left(\boldsymbol{\ell}_{t}+\boldsymbol{v}_{t}\right)
\end{aligned}
$$

This final expression can be reorganized as follows.

$$
\begin{align*}
\hat{\ell}_{t} & =\boldsymbol{\ell}_{t}+\underbrace{\boldsymbol{v}_{t}-\boldsymbol{I}_{\mathcal{T}_{t}}\left(\boldsymbol{\Psi}_{\mathcal{T}_{t}}\right)^{\dagger} \boldsymbol{\Psi}_{\mathcal{T}_{t}}^{\top} \boldsymbol{v}_{t}}_{\text {small, unstructured noise }}-\underbrace{\boldsymbol{I}_{\mathcal{T}_{t}}\left(\boldsymbol{\Psi}_{\mathcal{T}_{t}}\right)^{\dagger} \boldsymbol{\Psi}_{\mathcal{T}_{t}}^{\top} \boldsymbol{\ell}_{t}}_{\text {sparse, data dependent noise }} \\
& :=\boldsymbol{\ell}_{t}+\boldsymbol{e}_{t} \tag{5.4}
\end{align*}
$$

Thus, recovering $\boldsymbol{P}_{j}$ from estimates $\hat{\boldsymbol{L}}_{j}$ is a problem of PCA in sparse data-dependent noise (SDDN): the "noise" $\boldsymbol{e}_{t}$ consists of two terms, the first is just small unstructured noise (depends on $\boldsymbol{v}_{t}$ ) while the second is sparse with support $\mathcal{T}_{t}$ and depends linearly on the true data $\boldsymbol{\ell}_{t}$. We studied PCASDDN in detail in [30] where we showed the following.

Lemma 5.76 (PCA-SDDN). For $i=1, \cdots, \alpha$, assume that $\boldsymbol{z}_{i}=\boldsymbol{\ell}_{i}+\boldsymbol{w}_{i}+\boldsymbol{v}_{i}$ with $\boldsymbol{w}_{i}=\boldsymbol{I}_{\mathcal{T}_{i}} \boldsymbol{B}_{i} \ell_{i}$ being sparse, data-dependent noise with support $\mathcal{T}_{i} ; \boldsymbol{\ell}_{i}=\boldsymbol{P} \boldsymbol{a}_{i}$ with $\boldsymbol{P}$ being an $n \times r$ basis matrix that satisfies $\mu$-incoherence, and $\boldsymbol{a}_{i}$ 's satisfy statistical $\mu$-incoherence; and $\boldsymbol{v}_{i}$ is small bounded noise with $\lambda_{v}^{+}:=\left\|\mathbb{E}\left[\boldsymbol{v}_{i} \boldsymbol{v}_{i}^{\top}\right]\right\|<\lambda^{-}$and $\max _{i}\left\|\boldsymbol{v}_{i}\right\|^{2} \leq C r_{v} \lambda_{v}^{+}$. Let $q:=\max _{i}\left\|\boldsymbol{B}_{i} \boldsymbol{P}\right\|$ and let $b$ be the maximum fraction of non-zeros in any row of the matrix $\left[\boldsymbol{w}_{1}, \cdots, \boldsymbol{w}_{\alpha}\right]$. Let $\hat{\boldsymbol{P}}$ be the matrix of top
$r$ eigenvectors of $\frac{1}{\alpha} \sum_{i} \boldsymbol{z}_{i} \boldsymbol{z}_{i}^{\top}$. Assume that $q \leq 3$. Pick an $\epsilon>0$. If

$$
\begin{gather*}
7 \sqrt{b} q f+\frac{\lambda_{v}^{+}}{\lambda^{-}}<0.4 \epsilon, \text { and }  \tag{5.5}\\
\alpha \geq \alpha^{*}:=C \max \left(\frac{q^{2} f^{2}}{\epsilon^{2}} r \log n, \frac{\frac{\lambda_{v}^{+}}{\lambda^{-}} f}{\epsilon^{2}} r \log n\right), \tag{5.6}
\end{gather*}
$$

then, w.p. at least $1-10 n^{-10}, \mathrm{SE}(\hat{\boldsymbol{P}}, \boldsymbol{P}) \leq \epsilon$.

This result says that, under the incoherence assumptions, and assuming that the unstructured noise satisfies the stated assumptions, if the support of the SDDN, $\boldsymbol{w}_{i}$, changes enough over time so that $b$, which is the maximum fraction of nonzeros in any row of the matrix $\left[\boldsymbol{w}_{1}, \boldsymbol{w}_{2}, \ldots, \boldsymbol{w}_{\alpha}\right]$, is sufficiently small, if the unstructured noise power is small enough compared to the $r$-th eigenvalue of the true data covariance matrix and it is bounded with small effective dimension, $\left\|\boldsymbol{v}_{i}\right\|^{2} / \lambda_{v}^{+} \leq C r$, and if $\alpha$ is large enough, then $\operatorname{span}(\hat{\boldsymbol{P}})$, is a good approximation of $\operatorname{span}(\boldsymbol{P})$. Notice here that for $\operatorname{SDDN}$, the true data and noise correlation, $\mathbb{E}\left[\ell_{i} \boldsymbol{w}_{i}{ }^{\top}\right]$, is not zero, and the noise power, $\mathbb{E}\left[\boldsymbol{w}_{i} \boldsymbol{w}_{i}{ }^{\top}\right]$, itself is also not small. However, the key idea used to obtain this result is the following: enough support changes over time (small b) helps ensure that the upper bounds on sample averaged values of both these quantities, $\left\|(1 / \alpha) \sum_{i} \mathbb{E}\left[\boldsymbol{\ell}_{i} \boldsymbol{w}_{i}{ }^{\top}\right]\right\|$ and $\left\|(1 / \alpha) \sum_{i} \mathbb{E}\left[\boldsymbol{w}_{i} \boldsymbol{w}_{i}{ }^{\top}\right]\right\|$ are $\sqrt{b}$ times smaller than those on their maximum instantaneous values, $\left\|\mathbb{E}\left[\ell_{i} \boldsymbol{w}_{i}{ }^{\top}\right]\right\|$ and $\left\|\mathbb{E}\left[\boldsymbol{w}_{i} \boldsymbol{w}_{i}^{\top}\right]\right\|$.

Our proof uses Lemma 5.76 applied on the $j$-th mini-batch of estimates, $\hat{\boldsymbol{L}}_{j}$ along with the following simple facts.

Fact 5.77. 1. From [33, Remark 3.6] we have: let $\boldsymbol{P}$ be an $\mu$-incoherent, $n \times r$ basis matrix. Then, for any set $\mathcal{T} \subseteq[n]$, we have

$$
\left\|\boldsymbol{I}_{\mathcal{T}}^{\top} \boldsymbol{P}\right\|^{2} \leq|\mathcal{T}| \cdot \frac{\mu r}{n}
$$

2. For $n \times r$ basis matrices $\boldsymbol{P}, \hat{\boldsymbol{P}}$ (useful when the column span of $\hat{\boldsymbol{P}}$ is a good approximation of that of $\boldsymbol{P})$, and any set $\mathcal{T} \subseteq[n]$, we have

$$
\left\|\boldsymbol{I}_{\mathcal{T}}^{\top} \hat{\boldsymbol{P}}\right\| \leq \mathrm{SE}(\hat{\boldsymbol{P}}, \boldsymbol{P})+\left\|\boldsymbol{I}_{\mathcal{T}}^{\top} \boldsymbol{P}\right\|
$$

3. For a $\mu$-incoherent $n \times r$ basis matrix, $\boldsymbol{P}$, and any set $\mathcal{T} \subseteq[n]$,

$$
\lambda_{\min }\left(\boldsymbol{I}_{\mathcal{T}}{ }^{\top}\left(\boldsymbol{I}-\boldsymbol{P} \boldsymbol{P}^{\top}\right) \boldsymbol{I}_{\mathcal{T}}\right)=1-\left\|\boldsymbol{I}_{T}{ }^{\top} \boldsymbol{P}\right\|^{2}
$$

Thus, combining the above three facts,

$$
\left\|\left(\boldsymbol{I}_{\mathcal{T}}{ }^{\top}\left(\boldsymbol{I}-\hat{\boldsymbol{P}} \hat{\boldsymbol{P}}^{\top}\right) \boldsymbol{I}_{\mathcal{T}}\right)^{-1}\right\| \leq \frac{1}{1-(\mathrm{SE}(\hat{\boldsymbol{P}}, \boldsymbol{P})+\sqrt{|\mathcal{T}| \mu r / n})^{2}}
$$

The proof for $j=1$ is a little different from $j>1$. For $j=1, \boldsymbol{\Psi}=\boldsymbol{I}$ and $\hat{\boldsymbol{\ell}}_{t}=\boldsymbol{y}_{t}$. Also, $i=t$. For $j>1, \Psi \boldsymbol{\Psi}=\boldsymbol{I}-\hat{\boldsymbol{P}}_{j-1} \hat{\boldsymbol{P}}_{j-1}{ }^{\top}$ and $i=t-(j-1) \alpha$. Consider $j=1$ (initialization). In this case, $\hat{\boldsymbol{\ell}}_{t}=\boldsymbol{y}_{t}$ satisfies (5.4) with $\boldsymbol{\Psi}=\boldsymbol{I}$. We apply Lemma 5.76 with $i=t, \boldsymbol{z}_{i} \equiv \hat{\ell}_{t}=\boldsymbol{y}_{t}, \boldsymbol{\ell}_{i} \equiv \boldsymbol{\ell}_{t}, \boldsymbol{P} \equiv \boldsymbol{P}_{1}$, $\boldsymbol{w}_{i} \equiv-\boldsymbol{I}_{\mathcal{T}_{t}} \boldsymbol{I}_{\mathcal{T}_{t}}^{\top} \boldsymbol{\ell}_{t}, \boldsymbol{v}_{i} \equiv \boldsymbol{v}_{t}-\boldsymbol{I}_{\mathcal{T}_{t}} \boldsymbol{I}_{\mathcal{T}_{t}}^{\top} \boldsymbol{v}_{t}, \boldsymbol{B}_{i} \equiv \boldsymbol{I}_{\mathcal{T}_{t}}^{\top}$. Notice that the fraction of non-zeros in the matrix $\left[\boldsymbol{w}_{1}, \cdots \boldsymbol{w}_{\alpha}\right]$ is bounded by max-miss-frac-row and thus $b \equiv$ max-miss-frac-row. To obtain $q$, we need to bound $\max _{t \in \mathcal{J}_{1}}\left\|\boldsymbol{B}_{t} \boldsymbol{P}_{1}\right\|=\max _{t \in \mathcal{J}_{1}}\left\|\boldsymbol{I}_{\mathcal{T}_{t}}{ }^{\top} \boldsymbol{P}_{1}\right\|$. By item 1 of Fact $5.77,\left\|\boldsymbol{I}_{\mathcal{T}_{t}}^{\top} \boldsymbol{P}_{1}\right\|^{2} \leq\left|\mathcal{T}_{t}\right| \mu r / n \leq$ max-miss-frac-col $\cdot n \mu r / n$. Under the assumptions of Theorem 5.73, $\mid$ max-miss-frac-col $\mid \leq 0.01 / \mu r$ and thus $\max _{t}\left\|\boldsymbol{B}_{t} \boldsymbol{P}\right\| \leq 0.1=q_{1} \equiv q$. We pick $\epsilon=\max \left(\right.$ no-lev, $\left.0.25 q_{1}\right)$. From the Theorem assumptions, $b=$ max-miss-frac-row $\leq 0.0001 / f^{2}$ and no-lev $\leq 0.2$ and so

$$
\begin{aligned}
7 \sqrt{b} q f+\frac{\lambda_{v}^{+}}{\lambda^{-}} & \leq 7 q \cdot 0.01+\text { no-lev }^{2} \\
& \leq 0.07 q+0.2 \text { no-lev } \leq 0.4 \epsilon_{1}
\end{aligned}
$$

Also, since $\epsilon=\max \left(\right.$ no-lev, $\left.0.25 q_{1}\right)$, the value of $\alpha$ used in the Theorem satisfies the requirements of Lemma 5.76. Thus, we can apply this lemma to conclude that $\operatorname{SE}\left(\hat{\boldsymbol{P}}_{1}, \boldsymbol{P}_{1}\right) \leq \epsilon=\max \left(\right.$ no-lev, $\left.0.25 q_{1}\right)$ with $q_{1}=0.1$. This completes the proof of Theorem 5.74 since simple-PCA just repeats this step at each $j$.

Now consider any $j>1$. We claim that for $j>1$,

$$
\mathrm{SE}\left(\hat{\boldsymbol{P}}_{j}, \boldsymbol{P}_{j}\right) \leq \epsilon_{j}
$$

with $\epsilon_{j}$ satisfying the following recursion: $\epsilon_{1}=\max \left(\right.$ no-lev, $\left.0.25 q_{1}\right)$ with $q_{1}=0.1$, and

$$
\begin{equation*}
\epsilon_{j}=\max \left(\text { no-lev, } 0.25 \cdot 1.2 \cdot\left(\epsilon_{j-1}+\Delta_{t v}\right)\right) \tag{5.7}
\end{equation*}
$$

This can be simplified to show that $\epsilon_{j} \leq \max \left(\right.$ no-lev, $\left(\right.$ no-lev $\left.+\Delta_{t v}\right) \sum_{j^{\prime}=1}^{j-1}(0.3)^{j^{\prime}}, 0.3^{j}\left(0.25 q_{1}\right)+$ $\left.\Delta_{t v} \sum_{j^{\prime}=1}^{j-1}(0.3)^{j^{\prime}}\right)$. This can be simplified to

$$
\begin{equation*}
\epsilon_{j} \leq 2 \max \left(\text { no-lev, } 0.3^{j}\left(0.25 q_{1}\right)+\Delta_{t v} \sum_{j^{\prime}=1}^{j-1}(0.3)^{j^{\prime}}\right) \tag{5.8}
\end{equation*}
$$

To prove the above claim, we use induction. Base case: $j=1$ done above. Induction assumption: assume $\operatorname{SE}\left(\hat{\boldsymbol{P}}_{j-1}, \boldsymbol{P}_{j-1}\right) \leq \epsilon_{j-1}$. The application of the PCA-SDDN lemma is similar to that for $j=1$ with the difference being that $i=t-(j-1) \alpha$ and $\boldsymbol{B}_{i}$ is different now. We now have $\boldsymbol{B}_{i} \equiv\left(\boldsymbol{\Psi}_{\mathcal{T}_{t}}^{\top} \boldsymbol{\Psi}_{\mathcal{T}_{t}}\right)^{-1} \boldsymbol{\Psi}_{\mathcal{T}_{t}}^{\top}$ and so $\max _{t \in \mathcal{J}_{j}}\left\|\boldsymbol{B}_{t} \boldsymbol{P}\right\|=\max _{t}\left\|\left(\boldsymbol{\Psi}_{\mathcal{T}_{t}}^{\top} \boldsymbol{\Psi}_{\mathcal{T}_{t}}\right)^{-1} \boldsymbol{\Psi}_{\mathcal{T}_{t}}^{\top} \boldsymbol{P}_{j}\right\|$. This can be bounded using Fact 5.77 as follows

$$
\begin{aligned}
& \max _{t}\left\|\left(\boldsymbol{\Psi}_{\mathcal{T}_{t}}^{\top} \boldsymbol{\Psi}_{\mathcal{T}_{t}}\right)^{-1} \boldsymbol{\Psi}_{\mathcal{T}_{t}}^{\top} \boldsymbol{P}_{j}\right\| \\
& \leq \max _{t}\left\|\left(\boldsymbol{\Psi}_{\mathcal{T}_{t}}^{\top} \boldsymbol{\Psi}_{\mathcal{T}_{t}}\right)^{-1}\right\|\left\|\boldsymbol{I}_{\mathcal{T}_{t}}^{\top}\right\|\left\|\boldsymbol{\Psi} \boldsymbol{P}_{j}\right\| \\
& \leq \frac{1}{1-\left(\epsilon_{j-1}+\sqrt{0.01}\right)^{2}} \cdot 1 \cdot \mathrm{SE}\left(\hat{\boldsymbol{P}}_{j-1}, \boldsymbol{P}_{j}\right) \\
& \leq \frac{1}{1-\left(\epsilon_{j-1}+\sqrt{0.01}\right)^{2}}\left(\epsilon_{j-1}+\Delta_{t v}\right):=q_{j}
\end{aligned}
$$

Using (5.8), $\epsilon_{j-1} \leq \max \left(\right.$ no-lev, $0.25 q_{1}+\Delta_{t v}(3 / 7) \leq \max (0.02,0.025+0.1(3 / 7))<0.08$. This follows by using $j-2<\infty$, and no-lev $<0.02$, and $\Delta_{t v}<0.1$ (from Theorem assumptions). Using this upper bound on $\epsilon_{j-1}$ in the denominator expression of above,

$$
\begin{equation*}
q_{j} \leq 1.2\left(\epsilon_{j-1}+\Delta_{t v}\right) \tag{5.9}
\end{equation*}
$$

Apply the PCA-SDDN lemma with $q \equiv q_{j}$ and $\epsilon=\max \left(\right.$ no-lev, $\left.0.25 q_{j}\right)$. With this choice of $\epsilon$, it is easy to see that $7 \sqrt{b} q_{j} f+\frac{\lambda_{v}^{+}}{\lambda^{-}} \leq 0.4 \epsilon$. Also, $\alpha$ given in the Theorem again satisfies the requirements of the lemma. Applying the PCA-SDDN lemma, and using (5.9) to bound $q \equiv q_{j}$,

$$
\begin{aligned}
\mathrm{SE}\left(\hat{\boldsymbol{P}}_{j}, \boldsymbol{P}_{j}\right) & \leq \max \left(\text { no-lev, } 0.25 q_{j}\right) \\
& \leq \max \left(\text { no-lev, } 0.25 \cdot 1.2\left(\epsilon_{j-1}+\Delta_{t v}\right)\right)=\epsilon_{j}
\end{aligned}
$$

This proves our claim.

Bounds on error in estimating $\tilde{\ell}_{t}$. From (5.4), $\hat{\ell}_{t}-\tilde{\ell}_{t}=-\boldsymbol{I}_{\mathcal{T}_{t}}\left(\boldsymbol{\Psi}_{\mathcal{T}_{t}}^{\top} \boldsymbol{\Psi}_{\mathcal{T}_{t}}\right)^{-1} \boldsymbol{I}_{\mathcal{T}_{t}}^{\top} \boldsymbol{\Psi} \tilde{\ell}_{t}$ with $\boldsymbol{\Psi}=\boldsymbol{I}-\hat{\boldsymbol{P}}_{j-1} \hat{\boldsymbol{P}}_{j-1}{ }^{\top}$ for $t \in \mathcal{J}_{j}$. Using this, $\tilde{\boldsymbol{\ell}}_{t}=\boldsymbol{\ell}_{t}+\boldsymbol{v}_{t}=\boldsymbol{P}_{j} \boldsymbol{a}_{t}+\boldsymbol{v}_{t}$, and Fact 5.77, we can get

$$
\left\|\hat{\ell}_{t}-\tilde{\ell}_{t}\right\| \leq \operatorname{SE}\left(\hat{\boldsymbol{P}}_{j-1}, \boldsymbol{P}_{j}\right)\left\|\ell_{t}\right\|+\left\|\boldsymbol{v}_{t}\right\| \leq\left(\epsilon_{j-1}+\Delta_{t v}\right)\left\|\ell_{t}\right\|+\left\|\boldsymbol{v}_{t}\right\|
$$

Using the same approach that we used to derive (5.4), we get that $\hat{\boldsymbol{\ell}}_{t}-\tilde{\boldsymbol{\ell}}_{t}$ has the same expression as $\hat{\boldsymbol{\ell}}_{t}-\tilde{\boldsymbol{\ell}}_{t}$ but with $\boldsymbol{\Psi}=\boldsymbol{I}-\hat{\boldsymbol{P}}_{j} \hat{\boldsymbol{P}}_{j}^{\top}$ for $t \in \mathcal{J}_{j}$. Thus,

$$
\left\|\hat{\boldsymbol{\imath}}_{t}-\tilde{\boldsymbol{\ell}}_{t}\right\| \leq \operatorname{SE}\left(\hat{\boldsymbol{P}}_{j}, \boldsymbol{P}_{j}\right)\left\|\boldsymbol{\ell}_{t}\right\|_{2}+\left\|\boldsymbol{v}_{t}\right\| \leq \epsilon_{j-1}\left\|\boldsymbol{\ell}_{t}\right\|+\left\|\boldsymbol{v}_{t}\right\|
$$

### 5.3.5 Proof of Theorem 5.75

The proof again follows by using the PCA-SDDN lemma given above along with use of Fact 5.77. The main difference is the use of the following idea.

Consider the interval just before the subspace change, i.e., the $j$-th interval with $j=j_{\gamma}-1$. At this time, by our delay assumption, $\operatorname{SE}\left(\hat{\boldsymbol{P}}_{j}, \boldsymbol{P}_{j}\right) \leq 2$ no-lev and thus, using Fact 5.77, $\left\|\boldsymbol{I}_{\mathcal{T}_{t}}{ }^{\top} \hat{\boldsymbol{P}}_{j}\right\| \leq$ 2 no-lev +0.1 . Also, using Fact 5.77,

$$
\begin{aligned}
& \max _{t}\left\|\left(\boldsymbol{\Psi}_{\mathcal{T}_{t}}^{\top} \boldsymbol{\Psi}_{\mathcal{T}_{t}}\right)^{-1} \boldsymbol{\Psi}_{\mathcal{T}_{t}}^{\top} \boldsymbol{P}_{j}\right\| \\
& \leq \max _{t}\left\|\left(\boldsymbol{\Psi}_{\mathcal{T}_{t}}^{\top} \boldsymbol{\Psi}_{\mathcal{T}_{t}}\right)^{-1}\right\|\left\|\boldsymbol{I}_{\mathcal{T}_{t}}^{\top} \boldsymbol{\Psi} \boldsymbol{P}_{j}\right\| \\
& \leq \frac{1}{1-(2 \text { no-lev }+0.1)^{2}} \cdot\left(\left\|\boldsymbol{I}_{\mathcal{T}_{t}}^{\top} \hat{\boldsymbol{P}}_{j-1}\right\|+\left\|\boldsymbol{I}_{\mathcal{I}_{t}}^{\top} \boldsymbol{P}_{j}\right\|\right) \\
& \leq \frac{1}{1-(2 \text { no-lev }+0.1)^{2}} \cdot((0.1+2 \text { no-lev })+0.1)
\end{aligned}
$$

Combining with the bound from the previous section, the final bound for this term is

$$
\frac{\min \left(\mathrm{SE}\left(\hat{\boldsymbol{P}}_{j-1}, \boldsymbol{P}_{j}\right),((0.1+2 \mathrm{no}-\mathrm{lev})+0.1)\right)}{1-(2 \mathrm{no}-\mathrm{lev}+0.1)^{2}}
$$

### 5.4 Federated Over-Air Robust ST-Miss

In this section, we study robust ST-miss in the federated, over-air learning paradigm. There are two important distinctions with respect to the centralized ST-miss problem from Sec. 5.3 namely (a) data is now available across different nodes and the proposed algorithm must obey the federated
data sharing constraints and (b) the proposed algorithm must be able to deal with gross and sparse outliers. A key observation that allows us to build upon Sec. 5.3 is that only Line 10 of Algorithm 10 needs to be federated (all other operations are performed locally on each vector). To this end, we first explain why tackling iteration noise is sufficient to satisfy the Fed-OA constraints in Sec. 5.4.1, we then present our result for PCA in the Fed-OA setting in Sec. 5.4.2 (federated version of Line 10 of Algorithm 10), and finally show how this is used to develop an algorithm that solves Robust ST-Miss in the Fed-OA setting in Sec. 5.4.3.

### 5.4.1 Dealing with mild asynchrony and channel fading

As discussed previously, the three key challenges while working with over-air aggregation are (a) small timing mismatches, (b) channel fading, and (c) iteration noise. There exist a plethora of techniques within physical layer communications for dealing with channel fading and mild asynchrony. The main idea is to use carefully designed pilot sequences. Pilot sequences are symbols that the transmitter-receiver pairs agree on in advance and are transmitted in the beginning of a data frame. For instance, suppose that there are only $K=2$ transmitters and the relative offsets between the transmitters is at most $j$ symbols. In this case, both transmitters can use pilot sequences of length $2 j+1,\left[a_{1}, a_{1}, \ldots, a_{1}\right]$ and $\left[a_{2}, a_{2}, \ldots, a_{2}\right]$ respectively. Since the offset is at most $j$, the central node receives at least one symbol with values $a_{1}+a_{2}$. It can determine the relative offset by determining the start location of the value $a_{1}+a_{2}$. Once the estimated offset is communicated back to the nodes, the center can then receive the correct sum by having the nodes appropriately zero pad their transmissions. Extensions of these ideas can be utilized to handle the case of $K>2$ nodes. Similarly, channel fading is compensated for by estimating the fading coefficients which can be done since the values of the pilot symbols are assumed to be known. These techniques are by now quite well-known in the single and multiple antenna scenarios [38]. Thus, the main problem to be addressed is iteration noise which is the focus of this paper.

### 5.4.2 Federated Over-Air PCA via the Power Method (PM)

Here we provide a result for subspace learning while obeying the federated data sharing constraints.

Problem setting. The goal of PCA (subspace learning) is to compute an $r$-dimensional subspace approximation in which a given data matrix $\boldsymbol{Z} \in \boldsymbol{R}^{n \times d}$ approximately lies. The $k$-th node observes a columns' sub-matrix $\boldsymbol{Z}_{k} \in \boldsymbol{R}^{n \times d_{k}}$. We have $\boldsymbol{Z}:=\left[\boldsymbol{Z}_{1}, \cdots, \boldsymbol{Z}_{k}, \cdots, \boldsymbol{Z}_{K}\right] \in \boldsymbol{R}^{n \times d}$ with $d=\sum_{k=1}^{K} d_{k}$ and the goal of PCA is to find an $n \times r$ basis matrix $\boldsymbol{U}$ that minimizes $\left\|\boldsymbol{Z}-\boldsymbol{U} \boldsymbol{U}^{\top} \boldsymbol{Z}\right\|_{F}^{2}$. As is well known, the solution, $\boldsymbol{U}$, is given by the top $r$ eigenvectors of $\boldsymbol{Z} \boldsymbol{Z}^{\top}$. Thus the goal is to estimate the span of $\boldsymbol{U}$ in a federated over-air (FedOA) fashion.

Federated Over-Air Power Method (FedOA-PM). The simplest algorithm for computing the top eigenvectors is the Power Method (PM) [11]. The distributed PM is well known, but most previous works assume the iteration-noise-free setting, e.g., see the review in [42]. On the other hand, there is recent work that studies the iteration-noise-corrupted PM [15, 4] but in the centralized setting. In this line of work, the authors consider two models for iteration-noise. The noise could either be deterministic, or statistical noise could be added to ensure differential privacy. Our setting is easier than the deterministic noise model, since we assume a statistical channel noise model, but is harder than the privacy setting since we do not have control over the amount of noise observed at the central server (here use the term channel noise and iteration-noise interchangeably).

The vanilla PM estimates $\boldsymbol{U}$ by iteratively updating $\tilde{\boldsymbol{U}}_{l}=\boldsymbol{Z} \boldsymbol{Z}^{\top} \hat{\boldsymbol{U}}_{l-1}$ followed by QR decomposition to get $\hat{\boldsymbol{U}}_{l}$. FedOA-PM approximates this computation as follows. At iteration $l$, each node $k$ computes $\tilde{\boldsymbol{U}}_{k, l}:=\boldsymbol{Z}_{k} \boldsymbol{Z}_{k}^{\top} \hat{\boldsymbol{U}}_{l-1}$ and synchronously transmits it to the central server which receives the sum corrupted by channel noise, i.e., it receives

$$
\tilde{\boldsymbol{U}}_{l}:=\sum_{k=1}^{K} \tilde{\boldsymbol{U}}_{k, l}+\boldsymbol{W}_{l}=\boldsymbol{Z} \boldsymbol{Z}^{\top} \hat{\boldsymbol{U}}_{l-1}+\boldsymbol{W}_{l} .
$$

since $\sum_{k} \boldsymbol{Z}_{k} \boldsymbol{Z}_{k}^{\top}=\boldsymbol{Z} \boldsymbol{Z}^{\top}$. Here $\boldsymbol{W}_{l}$ is the channel noise. It then computes a QR decomposition of $\tilde{\boldsymbol{U}}_{l}$ to get a basis matrix $\hat{\boldsymbol{U}}_{l}$ which is broadcast to all the $K$ nodes for use in the next iteration. We summarize this complete FedOA-PM algorithm in Algorithm 11. If no initialization is available,

```
Algorithm 11 FedOA-PM: Federated Over-Air PM
Require: \(\boldsymbol{Z}\) (data matrix), \(r\) (rank), \(L\) (\# iterations), \(\hat{\boldsymbol{U}}_{0}\) (optional initial subspace estimate)
    \(K\) nodes, \(\boldsymbol{Z}_{k} \in \boldsymbol{R}^{n \times d_{k}}\) local data at \(k\)-th node.
    If no initial estimate provided, at central node, do \(\tilde{\boldsymbol{U}}_{0} \stackrel{i . i . d .}{\sim} \mathcal{N}(0, I)_{n \times r} ; \hat{\boldsymbol{U}}_{0} \leftarrow \tilde{\boldsymbol{U}}_{0}\), transmit to
    all \(K\) nodes.
    for \(l=1, \ldots, L\) do
        At \(k\)-th node, for all \(k \in[K]\), compute \(\tilde{\boldsymbol{U}}_{k, l}=\boldsymbol{Z}_{k} \boldsymbol{Z}_{k}^{\top} \hat{\boldsymbol{U}}_{l-1}\)
        All \(K\) nodes transmit \(\tilde{\boldsymbol{U}}_{k, l}\) synchronously to central node.
        Central node receives \(\tilde{\boldsymbol{U}}_{l}:=\sum_{k} \tilde{\boldsymbol{U}}_{k, l}+\boldsymbol{W}_{l}\).
        Central node computes \(\hat{\boldsymbol{U}}_{l} \boldsymbol{R}_{l}{ }_{l}{ }_{2}^{R} \boldsymbol{U}_{l}\)
        Central node broadcasts \(\hat{\boldsymbol{U}}_{l}\) to all nodes
    end for
    At \(k\)-th node, compute \(\tilde{\boldsymbol{U}}_{k, L+1}=\boldsymbol{Z}_{k} \boldsymbol{Z}_{k}^{\top} \hat{\boldsymbol{U}}_{L}\)
    All \(K\) nodes transmit \(\tilde{\boldsymbol{U}}_{k, L+1}\) synchronously to the central node.
    Central node receives \(\tilde{\boldsymbol{U}}_{L+1}:=\sum_{k} \tilde{\boldsymbol{U}}_{k, L+1}+\boldsymbol{W}_{L+1}\)
    Central node computes \(\hat{\boldsymbol{\Lambda}}=\hat{\boldsymbol{U}}_{L}^{\top} \tilde{\boldsymbol{U}}_{L+1}\) and its top eigenvalue, \(\hat{\sigma}_{1}=\lambda_{\max }(\hat{\boldsymbol{\Lambda}})\).
Ensure: \(\hat{U}_{L}, \hat{\sigma}_{1}\).
```

it starts with a random initialization. When we use FedOA-PM for subspace tracking in the next section, the input will be the subspace estimate from the previous time instant.

We use $\sigma_{i}$ to denote the $i$-th largest eigenvalue of $\boldsymbol{Z} \boldsymbol{Z}^{\top}$, i.e., $\sigma_{1} \geq \sigma_{2} \geq \cdots \sigma_{n} \geq 0$. We have the following guarantee for Algorithm 11.

Lemma 5.78 (FedOA-PM). Consider Algorithm 11. Pick the desired final accuracy $\epsilon \in(0,1 / 3)$. Assume that, at each iteration, the channel noise $\boldsymbol{W}_{l} \stackrel{i . i . d .}{\sim} \mathcal{N}\left(0, \sigma_{c}^{2}\right)$ with (i) $\sigma_{c}<\epsilon \sigma_{r} /(5 \sqrt{n})$ and (ii) $R:=\sigma_{r+1} / \sigma_{r}<0.99$.

When using random initialization, if the number of iterations, $L=\Omega\left(\frac{1}{\log (1 / R)} \log \left(\frac{n r}{\epsilon}\right)\right)$. then, with probability at least $0.9-L \exp (-c r), \operatorname{SE}\left(\boldsymbol{U}, \hat{\boldsymbol{U}}_{L}\right) \leq \epsilon$.

When using an available initialization with $\mathrm{SE}\left(\hat{\boldsymbol{U}}_{0}, \boldsymbol{U}\right)<\epsilon_{0}$, if $L=\Omega\left(\frac{1}{\log (1 / R)} \log \left(\frac{1}{\epsilon \sqrt{1-\epsilon_{0}^{2}}}\right)\right)$, then, with probability at least $1-L \exp (-c r), \operatorname{SE}\left(\boldsymbol{U}, \hat{\boldsymbol{U}}_{L}\right) \leq \epsilon$.

Lemma 5.78 is similar to the one proved in $[15,4]$ for private PM but with a few key differences which we discuss in the Supplementary Material (Appendix 5.10) due to space constraints. We also provide a guarantee for the convergence of the maximum eigenvalue (Lines $10-13$ of Algorithm 11) below.

Lemma 5.79 (FedOA-PM: Maximum eigenvalue). Let $\sigma_{i}$ be the $i$-th largest eigenvalue of $\boldsymbol{Z} \boldsymbol{Z}^{\top}$. Under the assumptions of Lemma 5.78, $\hat{\sigma}_{1}$ computed in line 13 of Algorithm 11 satisfies

$$
\left(1-4 \epsilon^{2}\right) \sigma_{1}-\epsilon^{2} \sigma_{r+1}-\epsilon \sigma_{r} \leq \hat{\sigma}_{1} \leq(1+\epsilon) \sigma_{1}
$$

To our best knowledge, the Lemma 5.79 has not been proved in earlier work. This result is useful because threshlding the top eigenvalue of an appropriately defined matrix is typically used for subspace change detection, see for example [28]. The proof of Lemma 5.79 given in Supplementary Material requires use of Weyl's inequality and the careful bounding of two error terms.

Note: The reason we obtain a constant probability 0.9 in the Lemma 5.78 is as follows: for any given $r$-dimensional subspace, $\boldsymbol{U}$ and a random Gaussian matrix $\hat{\boldsymbol{U}}$, the matrix $\hat{\boldsymbol{U}}^{\top} \boldsymbol{U}$ is an $r \times r$ random Gaussian matrix with independent entries. The singular values of $\hat{\boldsymbol{U}}^{\top} \boldsymbol{U}$ equal the cosine of the $r$ principal angles between $\hat{\boldsymbol{U}}_{0}$ and $\boldsymbol{U}$. For successfully estimation (through any iterative method) it is necessary that none of the principal angles are $\pi / 2$. To ensure this, we need to lower bound the smallest singular value of $\hat{\boldsymbol{U}}^{\top} \boldsymbol{U}$. This is difficult because the smallest singular value of square or "almost" square random matrices can be arbitrarily close to zero [35, 36]. The same issue is also seen in $[15,4]^{4}$. In fact, this is an issue for any randomized algorithm for estimating only the top $r$ singular vectors (without a full SVD), e.g., see [27, 26, 17].

We next define the federated over-air robust subspace tracking with missing entries (Fed-OARSTMiss) problem, and show how Algorithm 11 and Lemma 5.78 is used to solve Fed-OA-RSTMiss.

### 5.4.3 Fed-OA-RSTMiss: Problem setting

In this section, we use $\alpha_{k}$ to denote the number of data points at node $k$ at time $t$ and $\alpha:=\sum_{k} \alpha_{k}$ to denote the total number at time $t$. We do this to differentiate from $d$ (in Sec. 5.4.2) which is used to indicate the total number of data vectors. Thus, at time $t, d=t \alpha$ and $d_{k}=t \alpha_{k}$. At time $t$ and node $k$, we observe a possibly incomplete and noisy data matrix $\boldsymbol{Y}_{k, t}$ of dimension $n \times \alpha_{k}$ with the missing entries being replaced by a zero. This means the following: let $\tilde{\boldsymbol{L}}_{k, t}$ denote the

[^29]unknown, complete, approximately low-rank matrix at node $k$ at time $t$. Then
$$
\boldsymbol{Y}_{k, t}=\mathcal{P}_{\Omega_{k, t}}\left(\tilde{\boldsymbol{L}}_{k, t}+\boldsymbol{G}_{k, t}\right)=\mathcal{P}_{\Omega_{k, t}}\left(\tilde{\boldsymbol{L}}_{k, t}\right)+\boldsymbol{S}_{k, t}
$$
where $\boldsymbol{G}_{k, t}$ 's are sparse outliers and $\boldsymbol{S}_{k, t}:=\mathcal{P}_{\Omega_{k, t}}\left(\boldsymbol{G}_{k, t}\right)$, and $\mathcal{P}_{\Omega_{k, t}}$ sets entries outside the set $\Omega_{k, t}$ to zero. The full matrix available from all nodes at time $t$ is denoted $\boldsymbol{Y}_{t}:=\left[\boldsymbol{Y}_{1, t}, \boldsymbol{Y}_{2, t}, \ldots, \boldsymbol{Y}_{K, t}\right]$. This is of size $n \times \alpha$. The true (approximately) rank- $r$ matrix $\tilde{\boldsymbol{L}}_{t}$ is similarly defined. Define the index sets $\mathcal{I}_{1, t}:=\left[1,2, \ldots, \alpha_{1}\right], \mathcal{I}_{2, t}:=\left[\alpha_{1}+1, \alpha_{1}+2, \ldots, \alpha_{1}+\alpha_{2}\right]$ and so on. Denote the $i$-th column of $\boldsymbol{Y}_{t}$ by $\boldsymbol{y}_{i}, i=1,2, \ldots, \alpha$. And with slight abuse of notation, we define (the matrix binary masks) $\Omega_{1, t}:=\left[\left(\mathcal{T}_{1, t}\right)^{c},\left(\mathcal{T}_{2, t}\right)^{c}, \cdots,\left(\mathcal{T}_{\alpha_{1}, t}\right)^{c}\right], \Omega_{2, t}:=\left[\left(\mathcal{T}_{\alpha_{1}+1, t}\right)^{c},\left(\mathcal{T}_{\alpha_{1}+2, t}\right)^{c}, \cdots,\left(\mathcal{T}_{\alpha_{1}+\alpha_{2}, t}\right)^{c}\right]$ and so on where $\mathcal{T}_{i, t}$ is the set of missing entries in column $i$ of the data matrix at time $t,\left(\mathcal{T}_{i, t}\right)^{c}$ is its complement w.r.t [n]. Thus, the observations satisfy
\[

$$
\begin{equation*}
\boldsymbol{y}_{i}=\mathcal{P}_{\mathcal{T}_{i, t}^{c}}\left(\tilde{\ell}_{i}\right)+\boldsymbol{s}_{i}, \quad i \in \mathcal{I}_{k, t}, \quad k \in[K] \tag{5.10}
\end{equation*}
$$

\]

where $\boldsymbol{s}_{i}$ are sparse vectors with support $\mathcal{T}_{\text {sparse }, i}$. Notice that it is impossible to reover $\boldsymbol{g}_{i}$ on the set $\mathcal{T}_{i, t}$ and so by definition, $\mathcal{T}_{\text {sparse }, i}, \mathcal{T}_{i, t}$ are disjoint. Let $\boldsymbol{P}_{t}$ denote the ( $n \times r$ dimensional) matrix of top $r$ left singular vectors of $\tilde{\boldsymbol{L}}_{t}$. In general, our assumptions imply that $\tilde{\boldsymbol{L}}_{t}$ is only approximately rank $r$. As done in our result for ST-miss (in a centralized setting), we define the matrix of the principal subspace coefficients at time $t$ as $\boldsymbol{A}_{t}:=\boldsymbol{P}_{t}^{\top} \tilde{\boldsymbol{L}}_{t}$, the rank- $r$ approximation, $\boldsymbol{L}_{t}:=\boldsymbol{P}_{t} \boldsymbol{P}_{t}^{\top} \tilde{\boldsymbol{L}}_{t}$ and the "noise" orthogonal to the $\operatorname{span}\left(\boldsymbol{P}_{t}\right)$ as $\boldsymbol{V}_{t}:=\tilde{\boldsymbol{L}}_{t}-\boldsymbol{L}_{t}$. With these definitions, for all $i \in \mathcal{I}_{k, t}$ and $k \in[K]$, we can equivalently express the measurements as follows

$$
\begin{aligned}
\boldsymbol{y}_{i} & =\mathcal{P}_{\mathcal{T}_{i, t}^{c}}\left(\tilde{\ell}_{i}\right)+s_{i} \\
& =\tilde{\ell}_{i}-\boldsymbol{I}_{\mathcal{T}_{i, t}} \boldsymbol{I}_{\mathcal{T}_{i, t}}^{\top} \tilde{\ell}_{i}+s_{i} \\
& :=\tilde{\ell}_{i}+\boldsymbol{z}_{i}+s_{i} \\
& =\ell_{i}+\boldsymbol{z}_{i}+s_{i}+\boldsymbol{v}_{i}
\end{aligned}
$$

The goal is to track the subspaces $\boldsymbol{P}_{t}$ quickly and reliably, and hence also reliably estimate the columns of the rank $r$ matrix $\boldsymbol{L}_{t}$, under the FedOA constraints given earlier. Our problem can also be understood as a dynamic (changing subspace) version of robust matrix completion [9].

### 5.4.4 Algorithm

The overall idea of the solution is similar to that for ST-miss. The algorithm still consists of two parts: (a) obtain an estimate of the columns $\tilde{\boldsymbol{L}}_{t}$ using the previous subspace estimate $\hat{\boldsymbol{P}}_{t-1}$; and (b) use this estimated matrix $\hat{\boldsymbol{L}}_{t}$ to update the subspace estimate, i.e., obtain $\hat{\boldsymbol{P}}_{t}$ by $r$-SVD. The algorithm can be initialized via $r$-SVD (as done in ST-miss) if we assume that $\boldsymbol{Y}_{1}$ (the set of data available at $t=1$ ) contains no outliers and if not, one would need to use a batch RPCA approach such as AltProj [32] to obtain the initial subspace estimate $\hat{\boldsymbol{P}}_{1}$.

In the federated setting (a) is done locally at each node, while (b) requires a Fed-OA algorithm for SVD which is done using Algorithm 11. If one were to consider a federated but noise-free setting, there would be no need for new analysis (standard guarantees for PM would apply).

For step (a) (obtaining an estimate of $\tilde{\boldsymbol{L}}_{t}$ column-wise), we use the projected Compressive Sensing (CS) idea [33]. This relies on the slow-subspace change assumption. Let $\hat{\boldsymbol{P}}_{t-1}$ denote the subspace basis estimate from the previous time and let $\boldsymbol{\Phi}=\boldsymbol{I}-\hat{\boldsymbol{P}}_{t-1} \hat{\boldsymbol{P}}_{t-1}^{\top}$. Projecting $\boldsymbol{y}_{i}$ orthogonal to $\hat{\boldsymbol{P}}_{t-1}$ helps mostly nullify $\boldsymbol{\ell}_{i}$ but gives projected measurements of the missing entries, $\boldsymbol{I}_{\mathcal{T}_{i}} \boldsymbol{I}_{\mathcal{T}_{i}}^{\top} \boldsymbol{\ell}_{i}$ and the sparse outliers, $s_{i}$ as follows

$$
\boldsymbol{\Phi} \boldsymbol{y}_{i}=\underbrace{\boldsymbol{\Phi}\left(s_{i}-\boldsymbol{I}_{\mathcal{T}_{i}} \boldsymbol{I}_{\mathcal{T}_{i}}^{\top} \ell_{i}\right)}_{\text {projected sparse vector }}+\underbrace{\boldsymbol{\Phi}\left(\ell_{i}+\boldsymbol{v}_{i}\right)}_{\text {error }}
$$

If the previous subspace estimate is good enough, and the noise is small, the error term above will be small. Now recovering the vector $\boldsymbol{s}_{i}-\boldsymbol{I}_{\mathcal{T}_{i}} \boldsymbol{I}_{\mathcal{T}_{i}}^{\top} \ell_{i}$ is from $\boldsymbol{\Phi} \boldsymbol{y}_{i}$ is a problem of noisy compressive sensing with partial support knowledge (since we know $\mathcal{T}_{i}$ ). We first recover the support of $\boldsymbol{s}_{i}$ using the approach of [24], and then perform a least-squares based debiasing to estimate the magnitude of the entries. Following this, an estimate of the true data, $\hat{\ell}_{i}$ is computed by subtraction from the observed data $\boldsymbol{y}_{i}$. We show in Lemma 5.83 that $\hat{\ell}_{i}$ satisfies

$$
\begin{equation*}
\hat{\boldsymbol{\ell}}_{i}=\boldsymbol{\ell}_{i}-\boldsymbol{I}_{\hat{\mathcal{T}}_{i}}\left(\boldsymbol{\Psi}_{\hat{\mathcal{T}}_{i}}^{\top} \boldsymbol{\Psi}_{\hat{\mathcal{T}}_{i}}\right)^{-1} \boldsymbol{I}_{\hat{\mathcal{T}}_{i}}^{\top} \boldsymbol{\Psi}\left(\boldsymbol{\ell}_{i}+\boldsymbol{v}_{i}\right)+\boldsymbol{v}_{i} \tag{5.11}
\end{equation*}
$$

Now we have $\hat{\boldsymbol{L}}_{t}:=\left[\hat{\boldsymbol{L}}_{1, t}, \hat{\boldsymbol{L}}_{2, t}, \cdots, \hat{\boldsymbol{L}}_{K, t}\right]$ with $\hat{\boldsymbol{L}}_{k, t}$ available only at node $k$. To goal is to compute an estimate $\left(\hat{\boldsymbol{P}}_{t}\right)$ of its top $r$ left singular vectors while obeying the federated data sharing

```
Algorithm 12 Fed-OA-RSTMiss-NoDet
Require: \(\boldsymbol{Y}, \mathcal{T}\)
    Parameters: \(L \leftarrow C \log (1 /\) no-lev \(), \omega_{\text {supp }}, \xi, \alpha\)
    Init: \(\tau \leftarrow 1, j \leftarrow 1, \hat{\boldsymbol{P}}_{1}\)
    for \(t>1\) do
        \(\hat{\boldsymbol{L}}_{t} \leftarrow \operatorname{FEd}-\operatorname{ModCS}\left(\boldsymbol{y}_{i}, \mathcal{I}_{k, t}, \mathcal{T}_{i}, \hat{\boldsymbol{P}}_{t-1}\right)\)
        \(\hat{\boldsymbol{P}}_{t} \leftarrow \operatorname{FEDOA}-\operatorname{PM}\left(\hat{\boldsymbol{L}}_{t}, r, L, \hat{\boldsymbol{P}}_{t-1}\right)\)
        \(\hat{\boldsymbol{L}}_{t} \leftarrow \operatorname{FED}-\operatorname{MoDCS}\left(\boldsymbol{y}_{i}, \mathcal{I}_{k, t}, \mathcal{T}_{i}, \hat{\boldsymbol{P}}_{t}\right) \quad \triangleright\) optional
    end for
Ensure: \(\hat{\boldsymbol{P}}\)
```

```
Algorithm 13 Federated Modified Compressed Sensing
```

Algorithm 13 Federated Modified Compressed Sensing
procedure Fed-ModCS $\left(\boldsymbol{y}_{i}, \mathcal{I}_{k, t}, \mathcal{T}_{i}, \hat{\boldsymbol{P}}_{t-1}\right)$
procedure Fed-ModCS $\left(\boldsymbol{y}_{i}, \mathcal{I}_{k, t}, \mathcal{T}_{i}, \hat{\boldsymbol{P}}_{t-1}\right)$
for all node $k, i \in \mathcal{I}_{k, t}$ do
for all node $k, i \in \mathcal{I}_{k, t}$ do
$\boldsymbol{\Psi} \leftarrow \boldsymbol{I}-\hat{\boldsymbol{P}}_{t-1} \hat{\boldsymbol{P}}_{t-1}^{\top}$
$\boldsymbol{\Psi} \leftarrow \boldsymbol{I}-\hat{\boldsymbol{P}}_{t-1} \hat{\boldsymbol{P}}_{t-1}^{\top}$
$\tilde{\boldsymbol{y}}_{i} \leftarrow \boldsymbol{\Psi} \boldsymbol{y}_{i}$
$\tilde{\boldsymbol{y}}_{i} \leftarrow \boldsymbol{\Psi} \boldsymbol{y}_{i}$
$\hat{\boldsymbol{s}}_{i, c s} \leftarrow \arg \min _{\boldsymbol{s}}\left\|(\boldsymbol{s})_{\left(\mathcal{T}_{i}\right)^{c}}\right\|_{1}$ s.t. $\left\|\tilde{\boldsymbol{y}}_{i}-\boldsymbol{\Psi} \boldsymbol{s}\right\| \leq \xi$.
$\hat{\boldsymbol{s}}_{i, c s} \leftarrow \arg \min _{\boldsymbol{s}}\left\|(\boldsymbol{s})_{\left(\mathcal{T}_{i}\right)^{c}}\right\|_{1}$ s.t. $\left\|\tilde{\boldsymbol{y}}_{i}-\boldsymbol{\Psi} \boldsymbol{s}\right\| \leq \xi$.
$\hat{\mathcal{T}}_{i} \leftarrow \mathcal{T}_{i} \cup\left\{j:\left|\left(\hat{\boldsymbol{s}}_{i, c s}\right)_{j}\right|>\omega_{\text {supp }}\right\}$
$\hat{\mathcal{T}}_{i} \leftarrow \mathcal{T}_{i} \cup\left\{j:\left|\left(\hat{\boldsymbol{s}}_{i, c s}\right)_{j}\right|>\omega_{\text {supp }}\right\}$
$\hat{\boldsymbol{\ell}}_{i} \leftarrow \boldsymbol{y}_{i}-\boldsymbol{I}_{\hat{\mathcal{T}}_{i}}\left(\boldsymbol{\Psi}_{\hat{\mathcal{T}}_{i}}\right)^{\dagger} \tilde{\boldsymbol{y}}_{i}$.
$\hat{\boldsymbol{\ell}}_{i} \leftarrow \boldsymbol{y}_{i}-\boldsymbol{I}_{\hat{\mathcal{T}}_{i}}\left(\boldsymbol{\Psi}_{\hat{\mathcal{T}}_{i}}\right)^{\dagger} \tilde{\boldsymbol{y}}_{i}$.
end for
end for
Output: $\hat{\boldsymbol{L}}_{t}$
Output: $\hat{\boldsymbol{L}}_{t}$
end procedure

```
    end procedure
```

constraints. We implement this through FedOA-PM (Algorithm 11) with $\boldsymbol{Z}_{k} \equiv \hat{\boldsymbol{L}}_{k, t}$ being the data matrix at node $k$. We invoke FedOA-PM with an initial estimate $\hat{\boldsymbol{P}}_{t-1}$. This simple change allows the probability of success of the overall algorithm to be close to 1 rather than 0.9 which is what the result of Lemma 5.78 predicts. This result is obtained by carefully combining the result for PCA-SDDN in a centralized setting (Lemma 5.76) and the result for FedOA-PM (Lemma 5.78). The result is summarized in Lemma 5.84. Applying these results in exactly the same manner as we did in Sec. 5.3.4 (with a few minor differences we point out in the next section), we get the main result.

### 5.4.5 Guarantee for Fed-OA RST-miss

Before we state the main result, we need a few definitions.

Definition 5.80 (Sparse outlier fractions). Consider the $n \times \alpha$ sparse outlier matrix $\boldsymbol{S}_{t}:=$ $\left[\boldsymbol{S}_{1, t}, \ldots, \boldsymbol{S}_{K, t}\right]$ at time $t$. We use max-outlier-frac-col (max-outlier-frac-row) to denote the maximum of the fraction of non-zero elements in any column (row) of this matrix. Also define $x_{\text {min }}=\min _{i \in \mathcal{I}_{k, t}} \min _{j \in \mathcal{T}_{\text {sparse }, i}}\left|\left(s_{i}\right)_{j}\right|$.

Let $\lambda_{v}^{+}:=\max _{i \in \mathcal{I}_{k, t}}\left\|\mathbb{E}\left[\boldsymbol{v}_{i} \boldsymbol{v}_{i}^{\top}\right]\right\|$ and $\max _{i \in \mathcal{I}_{k, t}}\left\|\boldsymbol{v}_{i}\right\|^{2} \leq C r \lambda_{v}^{+}$for all $k \in[K]$.
Theorem 5.81 (Federated Robust Subspace Tracking NoDet). Consider Algorithm 12. Assume that $\sqrt{\lambda_{v}^{+} / \lambda^{-}}:=$no-lev $\leq 0.2$. Set $L=C \log (1 / n o-l e v)$ and $\omega_{\text {supp }}=x_{\min } / 2, \xi=x_{\min } / 15$. Assume that the following hold:

1. At $t=1$ we are given a $\hat{\boldsymbol{P}}_{1}$ s.t. $\mathrm{SE}\left(\boldsymbol{P}_{1}, \hat{\boldsymbol{P}}_{1}\right) \leq \epsilon_{\text {init }}$.
2. Incoherence: $\boldsymbol{P}_{t}$ 's satisfy $\mu$-incoherence, and $\boldsymbol{a}_{i}$ 's satisfy statistical right $\mu$-incoherence;
3. Missing Entries: max-miss-frac-col $\in O(1 / \mu r)$, max-miss-frac-row $\in O(1)$;
4. Sparse Outliers: max-outlier-frac-col $\in O(1 / \mu r)$, max-outlier-frac-row $\in O(1)$;
5. Channel Noise: the channel noise seen by each FedOA-PM iteration is mutually independent at all times, isotropic, and zero mean Gaussian with standard deviation $\sigma_{c} \leq n o-l e v \lambda^{-} / 10 \sqrt{n}$.
6. Subspace Model: The total data available at each time $t, \alpha \in \Omega(r \log n)$ and $\Delta_{t v}:=$ $\max _{t} \mathrm{SE}\left(\boldsymbol{P}_{t-1}, \boldsymbol{P}_{t}\right)$ s.t.

$$
\begin{gathered}
0.3 \epsilon_{\text {init }}+0.5 \Delta_{t v} \leq 0.28 \quad \text { and } \\
C \sqrt{r \lambda^{+}}\left(0.3^{t-1} \epsilon_{\text {init }}+0.5 \Delta_{t v}\right)+\sqrt{r_{v} \lambda_{v}^{+}} \leq x_{\text {min }}
\end{gathered}
$$

then, with probability at least $1-10 d n^{-10}$, for $t>1$, we have

$$
\begin{aligned}
& \mathrm{SE}\left(\hat{\boldsymbol{P}}_{t}, \boldsymbol{P}_{t}\right) \\
& \leq \max \left(0.3^{t-1} \epsilon_{\text {init }}+\Delta_{t v}\left(0.3+0.3^{2} \ldots+0.3^{t-1}\right), \text { no-lev }\right) \\
& <\max \left(0.3^{t-1} \epsilon_{\text {init }}+0.5 \Delta_{t v}, \text { no-lev }\right)
\end{aligned}
$$

Also, at all times $t,\left\|\hat{\hat{\boldsymbol{\ell}}}_{i}-\boldsymbol{\ell}_{i}\right\| \leq 1.2 \cdot \mathrm{SE}\left(\hat{\boldsymbol{P}}_{t}, \boldsymbol{P}_{t}\right)\left\|\boldsymbol{\ell}_{i}\right\|+\left\|\boldsymbol{v}_{i}\right\|$ for all $i \in \mathcal{I}_{k, t}, k \in[K]$.

Discussion. Items 2-4 of Theorem 5.81 are necessary to ensure that the RST-miss and robust matrix completion problems are well posed [9, 28]. The initialization assumption of Theorem 5.81 is different from the requirement of Theorem 5.73 due to the presence of outliers. Just performing a $r$-SVD on $\boldsymbol{Y}_{1}$ as done in Algorithm 10 does not work since even a few outliers can make the output arbitrarily far from the "true subspace". Additionally, without a "good initialization" Algorithm 12 cannot obtain good estimates of the sparse outliers since the noise in the sparse recovery step would be too large. One possibility to extend our result is to assume that there are no outliers at $t=1$, i.e., $\boldsymbol{S}_{1}=\mathbf{0}$ in which case, we use the initialization idea of Algorithm 10 (see Remark 5.82). Item 5 is standard in the federated learning/differential privacy literature [15, 4] as without bounds on iteration noise, it is not possible to obtain a final estimate that is close to the ground truth. Finally, consider item 6: the first part is required to ensure that the projection matrices, $\Psi$ 's satisfy the restricted isometry property $[6,24]$ which is necessary for provable sparse recovery (with partial support knowledge). This is a more stringent assumption than $\Delta_{t v} \leq 0.1$ assumed in Theorem 5.73 due to the presence of outliers. The second part of item 6 is an artifact of our analysis and arises due to the fact that it is hard to obtiain element-wise error bounds for Compressive Sensing.

In Theorem 5.81 we assumed that we are given a good enough initialization. If however, $\boldsymbol{S}_{1}$ were 0 , we have the following result.

Remark 5.82. Under the conditions of Theorem 5.81, if $\boldsymbol{S}_{1}=0$, then all conclusions of Theorem 5.81 hold with the following changes

1. The number of iterations is set as $L=C \log (n /$ no-lev $)$
2. The subspace model (item 6 satisfies all conditions with $\epsilon_{\text {init }}$ replaced by $0.01 \cdot 0.3$
3. The probability of success is now $0.9-10 d n^{-10}$.

### 5.4.6 Proof Outline

Here we prove our main result for robust ST-Miss under the federated data sharing constraints. The proof relies on two main results given below - (i) the result of (centralized) RST-Miss proved
in the Supplementary Material (Appendix. 5.9) and (ii) our result for federated over-air power method from Sec. 5.4.2.

Lemma 5.83 (Projected-CS with partial support knowledge). Consider Lines $5-7$ of Algorithm 13. Under the conditions of Theorem 5.81, we have for all $t$ and all $i \in \mathcal{I}_{k, t}$, the error seen by the compressed sensing step satisfies

$$
\begin{gather*}
\left\|\boldsymbol{\Psi}\left(\ell_{i}+\boldsymbol{v}_{i}\right)\right\| \leq\left(0.3^{t-1} \epsilon_{\text {init }}+2.5 \Delta_{\text {tv }}\right) \sqrt{\mu r \lambda^{+}}+\sqrt{r_{v} \lambda_{v}^{+}} \\
\left\|\hat{\boldsymbol{s}}_{i, c s}-s_{i}\right\| \leq 7 x_{\text {min }} / 15<x_{\text {min }} / 2, \hat{\mathcal{T}}_{\text {sparse }, i}=\mathcal{T}_{\text {sparse }, i}, \text { the error } \boldsymbol{e}:=\hat{\boldsymbol{\ell}}_{i}-\boldsymbol{\ell}_{i} \text { satisfies } \\
\boldsymbol{e}=-\boldsymbol{I}_{\hat{\mathcal{T}}_{i}}\left(\boldsymbol{\Psi}_{\hat{\mathcal{T}}_{i}}^{\top} \boldsymbol{\Psi}_{\hat{\mathcal{T}}_{i}}\right)^{-1} \boldsymbol{I}_{\hat{\mathcal{T}}_{i}}^{\top} \boldsymbol{\Psi}\left(\boldsymbol{\ell}_{i}+\boldsymbol{v}_{i}\right)+\boldsymbol{v}_{i}, \\
=\left(\boldsymbol{e}_{i}\right)_{\boldsymbol{\ell}}+\left(\boldsymbol{e}_{i}\right)_{\boldsymbol{v}}+\boldsymbol{v}_{i} \tag{5.12}
\end{gather*}
$$

and $\left\|\boldsymbol{e}_{i}\right\| \leq 1.2\left(0.3^{t-1} \epsilon_{\text {init }}+2.5 \Delta_{t v}\right) \sqrt{\mu r \lambda^{+}}+2.2 \sqrt{r_{v} \lambda_{v}^{+}}$. Here, $\boldsymbol{\Psi}=\boldsymbol{I}-\hat{\boldsymbol{P}}_{t-1} \hat{\boldsymbol{P}}_{t-1}^{\top}$
Lemma 5.84 (FedOA PCA-SDDN (available init)). Consider the output $\hat{\boldsymbol{P}}$ of FedOA-PM (Algorithm 11) applied on data vectors $\boldsymbol{z}_{i}$ distributed across $K$ nodes, when $\boldsymbol{z}_{i}=\boldsymbol{\ell}_{i}+\boldsymbol{e}_{i}+\boldsymbol{v}_{i}, i=1,2, \ldots, \alpha$ with $\boldsymbol{\ell}_{i}=\boldsymbol{P} \boldsymbol{a}_{i}, \boldsymbol{e}_{i}=\boldsymbol{I}_{\mathcal{T}_{i}} \boldsymbol{B}_{i} \ell_{i}$ being sparse, data-dependent noise with support $\mathcal{T}_{i}$; the modeling error $\boldsymbol{v}_{i}$ is bounded with $\max _{i}\left\|\boldsymbol{v}_{i}\right\|^{2} \leq C r_{v} \lambda_{v}^{+}$where $\lambda_{v}^{+}:=\left\|\mathbb{E}\left[\boldsymbol{v}_{i} \boldsymbol{v}_{i}^{\top}\right]\right\|$. The matrix of top-r left singular vectors, $\boldsymbol{P}$ satisfies $\mu$-incoherence, and $\boldsymbol{a}_{i}$ 's satisfy $\mu$-statistical right-incoherence. The channel noise is zero mean i.i.d. Gaussian with standard deviation $\sigma_{c} \leq \epsilon_{P M} \lambda^{-} / 10 \sqrt{n}$ and is independent of the $\boldsymbol{\ell}_{i}$ 's. Let $q:=\max _{i}\left\|\boldsymbol{B}_{i} \boldsymbol{P}\right\|$ and let $b$ denote the fraction of non-zeros in any row of the SDDN matrix $\boldsymbol{E}=\left[\boldsymbol{e}_{1}, \cdots, \boldsymbol{e}_{\alpha}\right]$. Pick an $\epsilon_{P M}>0$. If

$$
7 \sqrt{b} q f+\lambda_{v}^{+} / \lambda^{-}<0.4 \epsilon_{P M}
$$

$\alpha \geq C r \log n \max \left(\frac{q^{2}}{\epsilon_{P M}^{2}} f^{2}, \frac{\frac{\lambda_{v}^{+}}{\lambda_{P M}^{-}}}{\epsilon_{P M}^{2}} f\right)$, and if FedOA-PM is initialized with a matrix $\boldsymbol{P}_{\text {init }}$ such that $\mathrm{SE}\left(\boldsymbol{P}_{\text {init }}, \boldsymbol{P}\right) \leq \epsilon_{\text {init }, P M}$, then after $L=C \log \left(1 /\left(\epsilon_{P M} \sqrt{1-\epsilon_{\text {init }, P M}^{2}}\right)\right)$ iterations, with probability at least $1-L \exp (-c r)-n^{-10}, \hat{\boldsymbol{P}}$ satisfies $\mathrm{SE}(\hat{\boldsymbol{P}}, \boldsymbol{P}) \leq \epsilon_{P M}$.

With these two Lemmas, the proof of Theorem 5.81 is similar to the proof of Theorem 5.73. Firstly, consider the projected CS with partial support knowledge step. Lemma 5.83 applied to

(a) Small rotations at each time

Figure 5.1: Comparison of ST-Miss Algorithms in the centralized setting.
each vector locally gives us $\hat{\boldsymbol{\ell}}_{i}=\boldsymbol{\ell}_{i}-\boldsymbol{e}_{i}$ with $\boldsymbol{e}_{i}$ satisfying (5.12). Next, at each time $t$, we update the subspace as the top $r$ left singular vectors of $\hat{\boldsymbol{L}}_{t}$, where the $k$-th node only has access to the sub-matrix $\hat{\boldsymbol{L}}_{k, t}$. For a $t>1$, we assume that the previous subspace estimate, $\hat{\boldsymbol{P}}_{t-1}$ satisfies $\mathrm{SE}\left(\hat{\boldsymbol{P}}_{t-1}, \boldsymbol{P}_{t-1}\right) \leq \max \left(0.3^{t-2} \epsilon_{\text {init }}+0.5 \Delta_{t v}\right.$, no-lev $)$. We invoke Lemma 5.84 with $\hat{\boldsymbol{P}}_{\text {init }} \equiv \hat{\boldsymbol{P}}_{t-1}$ and thus, $\epsilon_{\text {init }, P M} \equiv \max \left(0.3^{t-2} \epsilon_{\text {init }}+0.5 \Delta_{t v}\right.$, no-lev $) ; \boldsymbol{z}_{i} \equiv \hat{\boldsymbol{\ell}}_{i}, i \in \mathcal{I}_{k, t} ; \boldsymbol{P} \equiv \boldsymbol{P}_{t}, \boldsymbol{e}_{i} \equiv\left(\boldsymbol{e}_{i}\right)_{\boldsymbol{\ell}}$, $\boldsymbol{v}_{i} \equiv\left(\boldsymbol{e}_{i}\right)_{\boldsymbol{v}}+\boldsymbol{v}_{i} ;$ and $\epsilon_{P M} \equiv \max \left(0.3^{t-2} \epsilon_{\text {init }}+0.5 \Delta_{t v}\right.$, no-lev $)$. Under the conditions of theorem 5.81, we conclude that w.h.p., $\mathrm{SE}\left(\hat{\boldsymbol{P}}_{t}, \boldsymbol{P}_{t}\right) \leq \max \left(0.3^{t-1} \epsilon_{\text {init }}+0.5 \Delta_{t v}\right.$, no-lev $)$. Thus, applying this argument inductively proves the result. For the second optional FedOA-PM step, the same ideas from the proof of Theorem 5.73 apply.

### 5.5 Numerical Experiments

Experiments are performed on a Desktop Computer with Intel ${ }^{\circledR}$ Xeon 8-core CPU with 32GB RAM and the results are averaged over 100 independent trials. The codes are available at https: //github.com/praneethmurthy/distributed-pca.

### 5.5.1 Centralized STMiss

Small Rotations at each time. We first consider the centralized setting for Subspace Tracking with missing data (Sec. 5.3). We demonstrate results under two sets of subspace change
models. First we consider the "rotation model" that has been commonly used in the literature [10, 48]. At each time $t$, we generate a $n \times r$ dimensional subspace $\boldsymbol{P}_{(t)}=e^{-\delta_{t} B_{t}} \boldsymbol{P}_{(t-1)}$ with $\boldsymbol{P}_{(0)}$ generated by orthonormalizing the columns of a i.i.d. standard Gaussian matrix and $B_{t}$ is some skew symmetric matrix to simulate rotations and $\delta_{t}$ controls the amount of rotation (for this experiment we set $\delta_{t}=10^{-4}$ which ensures that $\Delta_{t v} \approx 10^{-2}$ ). We generate matrix $\tilde{A}$ as a i.i.d. uniform random matrix of size $r \times d$ and set the $t$-th column of the true data matrix $\tilde{\boldsymbol{\ell}}_{t}=\boldsymbol{P}_{(t)} \tilde{\boldsymbol{a}}_{t}$. Thus, in the notation of our result, $\boldsymbol{P}_{j}$ is the matrix of the top $r$ left singular vectors of $\tilde{\boldsymbol{L}}_{j}=\left[\tilde{\boldsymbol{\ell}}_{(j-1) \alpha+1}, \cdots \tilde{\boldsymbol{\ell}}_{j \alpha}\right]$ and $\boldsymbol{A}_{j}=\boldsymbol{P}_{j}^{\top} \tilde{\boldsymbol{L}}_{j}$. In all experiments, we choose $n=1000$ and $d=3000$. We simulate the set of observed entries using a bernoulli model where each element of the matrix is observed with probability 0.9 . For all experiments, we set $r=30$ and the fraction of missing entries to be 0.1. We implement STMiss-nodet (Algorithm 10) and set $r=30$. We compare with NORST [28] (the state-of-the-art theoretically), GROUSE [48], and PETRELS [10] (the state-of-the-art experimentally). For all algorithms, we used default parameters mentioned in the codes. We also implement the simple PCA method wherein we estimate $\hat{\boldsymbol{P}}_{j}$ as the top- $r$ left singular vectors of $\boldsymbol{Y}_{j}$ for each mini-batch. For all algorithms, the mini-batch size was chosen as $\alpha=60$. The results are shown in Fig. 5.1(a). We see that as specified by Theorem 5.74, the simple PCA algorithm does not improve the recovery errors since it is not exploiting slow subspace change. However, all other algorithms exploit slow-subspace change and thus are able to provide better estimates with time. We also notice that PETRELS is the fastest to converge, followed by NORST and STMiss-nodet, and finally GROUSE. This is consistent with the previous set of results in [28].

Piecewise Constant. Next, we consider a piecewise constant subspace change model that has been considered in the provable subspace tracking literature [28]. In this, we simulate a large subspace change at $t_{1}=1500$. The subspace is fixed until then, i.e., $\boldsymbol{P}_{j}=\boldsymbol{P}_{1}$ for all $j \in\left[1,\left\lceil t_{1} / \alpha\right\rceil\right)$ and $\boldsymbol{P}_{j}=\boldsymbol{P}_{2}$ for all $j \in\left[\left\lceil t_{1} / \alpha\right\rceil,\lceil d / \alpha\rceil\right]$. The results are shown in Fig. 5.1(b). Notice that NORST and STMiss-nodet significantly outperform simple PCA as both exploit slow subspace change. Additionally, even though the change is large (in the notation of Definition 5.85 given in the supplementary material, $\Delta_{\text {large }} \approx 1$ and $\Delta_{t v}=0$ ), STMiss-nodet is also able to adapt without


Figure 5.2: Corroborating the claims of Theorem 5.81.
requiring a detection step. Finally, since the updates are always improving, after a certain time, NORST stops improving the subspace estimates, but STMiss-nodet improves it and gets a better result.

### 5.5.2 Fedrated ST-Miss

We also implement Algorithm 12 to corroborate our theoretical claims. We use the exact data generation method as we did in the centralized setting. To simulate over-air communication, we replace the inbuilt SVD routine of matlab by a power method code snippet, and by adding iteration noise. In each iteration, we add i.i.d. Gaussian noise with variance $10^{-6}$. The results are presented in Fig. 5.2. Notice that in both cases, Algorithm 12 works as well as NORST even though NORST cannot deal with iteration noise. Additionally, as opposed to the centralized setting (Fig. 5.1(b)), the error of Fed-OA-RSTMiss-nodet in Fig. 5.2 does not improve beyong the iteration noise level of $10^{-6}$.
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### 5.7 Appendix A: Proof of Key Lemmas for Theorem 5.81

Proof of Lemma 5.83. Recall from Algorithm 13 that we need solve

$$
\hat{\boldsymbol{s}}_{i, c s}=\arg \min _{\boldsymbol{s}}\left\|(\boldsymbol{s})_{\mathcal{T}_{i}^{c}}\right\|_{1} \text { s.t. }\left\|\boldsymbol{\Phi} \boldsymbol{y}_{t}-\boldsymbol{\Phi} \boldsymbol{s}\right\| \leq \xi
$$

This is a problem of sparse recovery from partial subspace knowledge. To prove the correctness of the result, we first need to bound the $s$-level RIC of $\boldsymbol{\Psi}=\boldsymbol{I}-\hat{\boldsymbol{P}}_{t-1} \hat{\boldsymbol{P}}_{t-1}^{\top}$ where $s:=(2$ max-outlier-frac-col + max-miss-frac-col) $\cdot n$. Under the assumptions of Theorem 5.81 (we only assumed that max-outlier-frac-col $\in P(1 / \mu r)$ and max-miss-frac-col $\in O(1 / \mu r)$ but the actual requirement is (2max-miss-frac-col + max-outlier-frac-col) $\cdot n \leq 0.01 / \mu r$ ), and Fact 5.77, we have that

$$
\begin{aligned}
\delta_{s}\left(\boldsymbol{I}-\hat{\boldsymbol{P}}_{t-1} \hat{\boldsymbol{P}}_{t-1}^{\top}\right) & =\max _{|\mathcal{T}| \leq s}\left\|\boldsymbol{I}_{\mathcal{T}}^{\top} \hat{\boldsymbol{P}}_{t-1}\right\|^{2} \\
& \leq \max _{|\mathcal{T}| \leq s}\left(\operatorname{SE}\left(\hat{\boldsymbol{P}}_{t-1}, \boldsymbol{P}_{t-1}\right)+\left\|\boldsymbol{I}_{\mathcal{T}}^{\top} \boldsymbol{P}_{t-1}\right\|\right)^{2}
\end{aligned}
$$

Recall that for $t>1, \operatorname{SE}\left(\hat{\boldsymbol{P}}_{j}, \boldsymbol{P}_{j}\right) \leq \max \left(0.1 \cdot 0.3^{j-1} \epsilon_{\text {init }}+0.5 \Delta_{t v}\right.$, no-lev $) \leq 0.2$ and from the incoherence assumption on $\boldsymbol{P}_{t}$ 's, the second term above is upper bounded by 0.01 . Thus, $\delta_{s}(\boldsymbol{\Phi}) \leq$
$0.3^{2}<0.15$. Next, consider the error seen by the modified-CS step,

$$
\begin{aligned}
\left\|\boldsymbol{b}_{i}\right\| & =\left\|\boldsymbol{\Psi}\left(\ell_{i}+\boldsymbol{v}_{i}\right)\right\| \leq\left\|\left(\boldsymbol{I}-\hat{\boldsymbol{P}}_{t-1} \hat{\boldsymbol{P}}_{t-1}\right) \boldsymbol{P}_{t} \boldsymbol{a}_{i}\right\|+\left\|\boldsymbol{v}_{i}\right\| \\
& \leq \operatorname{SE}\left(\hat{\boldsymbol{P}}_{t-1}, \boldsymbol{P}_{t}\right)\left\|\boldsymbol{a}_{i}\right\|+\left\|\boldsymbol{v}_{i}\right\| \\
& \leq\left(\operatorname{SE}\left(\hat{\boldsymbol{P}}_{t-1}, \boldsymbol{P}_{t-1}\right)+\operatorname{SE}\left(\boldsymbol{P}_{t-1}, \boldsymbol{P}_{t}\right)\right) \sqrt{\mu r \lambda^{+}}+C \sqrt{r \lambda_{v}^{+}} \\
& \leq\left(0.3^{t-1} \epsilon_{\text {init }}+1.5 \Delta_{t v}\right) \sqrt{\mu r \lambda^{+}}+C \sqrt{r_{v} \lambda_{v}^{+}}
\end{aligned}
$$

under the assumptions of Theorem 5.81, the RHS of the above is bounded by $x_{\min } / 15$. This is why we have set $\xi=x_{\min } / 15$ in Algorithm 12. Using these facts, and $\delta_{s}(\boldsymbol{\Psi})<0.15$, we have that

$$
\left\|\hat{\boldsymbol{s}}_{i, c s}-\boldsymbol{s}_{i}\right\| \leq 7 \xi=7 x_{\min } / 15<x_{\min } / 2
$$

Consider support recovery. From above,

$$
\left|\left(\hat{\boldsymbol{s}}_{i, c s}-\boldsymbol{s}_{i}\right)_{m}\right| \leq\left\|\hat{\boldsymbol{s}}_{i, c s}-\boldsymbol{s}_{i}\right\| \leq 7 x_{\min } / 15<x_{\min } / 2
$$

The Algorithm sets $\omega_{\text {supp }}=x_{\min } / 2$. Consider an index $m \in \mathcal{T}_{\text {sparse }, i}$. Since $\left|\left(s_{i}\right)_{m}\right| \geq x_{\min }$,

$$
\begin{aligned}
x_{\min }-\left|\left(\hat{s}_{i, c s}\right)_{m}\right| & \leq\left|\left(s_{i}\right)_{m}\right|-\left|\left(\hat{s}_{i, c s}\right)_{m}\right| \\
& \leq\left|\left(s_{i}-\hat{\boldsymbol{s}}_{i, c s}\right)_{m}\right|<\frac{x_{\min }}{2}
\end{aligned}
$$

Thus, $\left|\left(\hat{s}_{i, c s}\right)_{m}\right|>\frac{x_{\text {min }}}{2}=\omega_{\text {supp }}$ which means $m \in \hat{\mathcal{T}}_{\text {sparse }, i}$. Hence $\mathcal{T}_{\text {sparse }, i} \subseteq \hat{\mathcal{T}}_{\text {sparse }, i}$. Next, consider any $m \notin \mathcal{T}_{\text {sparse }, i}$. Then, $\left(\boldsymbol{s}_{i}\right)_{m}=0$ and so

$$
\left.\left|\left(\hat{\boldsymbol{s}}_{i, c s}\right)_{m}\right|=\mid\left(\hat{\boldsymbol{s}}_{i, c s}\right)_{m}\right)\left|-\left|\left(s_{i}\right)_{m}\right| \leq\left|\left(\hat{\boldsymbol{s}}_{i, c s}\right)_{m}-\left(s_{i}\right)_{m}\right|<\frac{x_{\mathrm{min}}}{2}\right.
$$

which implies $m \notin \hat{\mathcal{T}}_{\text {sparse }, i}$ and $\hat{\mathcal{T}}_{\text {sparse }, i} \subseteq \mathcal{T}_{\text {sparse }, i}$ implying that $\hat{\mathcal{T}}_{\text {sparse }, i}=\mathcal{T}_{\text {sparse }, i}$ and consequently that $\hat{\mathcal{T}}_{i}:=\mathcal{T}_{i} \cup \hat{\mathcal{T}}_{\text {sparse }, i}=\mathcal{T}_{i} \cup \mathcal{T}_{\text {sparse }, i}$.

With $\hat{\mathcal{T}}_{\text {sparse }, i}=\mathcal{T}_{\text {sparse }, i}$ and since $\mathcal{T}_{\text {sparse }, i}$ is the support of $\boldsymbol{s}_{i}, \boldsymbol{s}_{i}=\boldsymbol{I}_{\mathcal{T s p a r s e}, i} \boldsymbol{I}_{\mathcal{T}_{\text {sparse }, i}^{\top}} \boldsymbol{s}_{i}$, and so

$$
\begin{aligned}
\hat{\boldsymbol{s}}_{i} & =\boldsymbol{I}_{\hat{\mathcal{T}}_{i}}\left(\boldsymbol{\Psi}_{\hat{\mathcal{T}}_{i}}^{\top} \boldsymbol{\Psi}_{\hat{\mathcal{T}}_{i}}\right)^{-1} \boldsymbol{\Psi}_{\hat{\mathcal{T}}_{i}}^{\top}\left(\boldsymbol{\Psi} \boldsymbol{\ell}_{i}+\boldsymbol{\Psi} \boldsymbol{z}_{i}+\boldsymbol{\Psi} s_{i}+\boldsymbol{\Psi} \boldsymbol{v}_{i}\right) \\
& =\boldsymbol{I}_{\hat{\mathcal{T}}_{i}}\left(\boldsymbol{\Psi}_{\hat{\mathcal{T}}_{i}}^{\top} \boldsymbol{\Psi}_{\hat{\mathcal{T}}_{i}}\right)^{-1} \boldsymbol{I}_{\hat{\mathcal{T}}_{i}}^{\top} \boldsymbol{\Psi}\left(\boldsymbol{\ell}_{i}+\boldsymbol{v}_{i}\right)+\boldsymbol{s}_{i}+\boldsymbol{z}_{i}
\end{aligned}
$$

Thus, the estimate of the true-data $\hat{\boldsymbol{\ell}}_{i}=\boldsymbol{y}_{i}-\hat{\boldsymbol{s}}_{i}$ satisfies

$$
\hat{\ell}_{i}=\ell_{i}+\boldsymbol{v}_{i}-\boldsymbol{I}_{\hat{\mathcal{T}}_{i}}\left(\boldsymbol{\Psi}_{\hat{\mathcal{T}}_{i}}^{\top} \boldsymbol{\Psi}_{\hat{\mathcal{T}}_{i}}\right)^{-1} \boldsymbol{I}_{\hat{\mathcal{T}}_{i}}^{\top} \boldsymbol{\Psi}\left(\ell_{i}+\boldsymbol{v}_{i}\right)
$$

and thus $\boldsymbol{e}_{i}=\hat{\ell}_{i}-\ell_{i}$ satisfies

$$
\begin{aligned}
\boldsymbol{e}_{i} & =-\boldsymbol{I}_{\hat{\mathcal{T}}_{i}}\left(\boldsymbol{\Psi}_{\hat{\mathcal{T}}_{i}}^{\top} \boldsymbol{\Psi}_{\hat{\mathcal{T}}_{i}}\right)^{-1} \boldsymbol{I}_{\hat{\mathcal{T}}_{i}}^{\top} \boldsymbol{\Psi}\left(\boldsymbol{\ell}_{i}+\boldsymbol{v}_{i}\right)+\boldsymbol{v}_{i} \\
\left\|\boldsymbol{e}_{i}\right\| & \leq\left\|\left(\boldsymbol{\Psi}_{\hat{\mathcal{T}}_{i}}^{\top} \boldsymbol{\Psi}_{\hat{\mathcal{T}}_{i}}\right)^{-1}\right\|\left\|\boldsymbol{I}_{\hat{\mathcal{T}}_{i}}^{\top} \boldsymbol{\Psi}\left(\boldsymbol{\ell}_{i}+\boldsymbol{v}_{i}\right)\right\|+\left\|\boldsymbol{v}_{i}\right\| \\
& \leq 1.2\left\|\boldsymbol{b}_{i}\right\|+\left\|\boldsymbol{v}_{i}\right\|
\end{aligned}
$$

We next prove Lemma 5.84. But before we prove this, under the conditions of Lemma 5.76, the result from [30] also shows the following:

$$
\begin{align*}
& \| \text { perturb }\|:=\| \frac{1}{\alpha} \sum_{i}\left(\boldsymbol{z}_{i} \boldsymbol{z}_{i}^{\top}-\boldsymbol{\ell}_{i} \boldsymbol{\ell}_{i}^{\top}\right) \| \\
& \leq\left\|\frac{1}{\alpha} \sum_{i} \boldsymbol{e}_{i} \boldsymbol{e}_{i}^{\top}\right\|+2\left\|\frac{1}{\alpha} \sum_{i} \boldsymbol{e}_{i} \boldsymbol{e}_{i}^{\top}\right\|+2\left\|\frac{1}{\alpha} \sum_{i} \boldsymbol{e}_{i} \boldsymbol{v}_{i}^{\top}\right\| \\
& +2\left\|\frac{1}{\alpha} \sum_{i} \boldsymbol{v}_{i} \boldsymbol{e}_{i}^{\top}\right\|+\left\|\frac{1}{\alpha} \sum_{i} \boldsymbol{v}_{i} \boldsymbol{v}_{i}^{\top}\right\| \\
& \leq\left(6.6 \sqrt{b} q f+4.4 \frac{\lambda_{v}^{+}}{\lambda^{-}}\right) \lambda^{-} \tag{5.13}
\end{align*}
$$

and

$$
\lambda_{r}\left(\frac{1}{\alpha} \sum_{i} \ell_{i} \ell_{i}^{\top}\right) \geq 0.99 \lambda^{-} .
$$

Proof of Lemma 5.84. Before we prove There are the following two parts in the proof:

1. First, we show that $\hat{\boldsymbol{P}}$ is close to $\tilde{\boldsymbol{P}}$ where $\tilde{\boldsymbol{P}}$ is the top $r$ left singular vectors of $\boldsymbol{Z}$. In particular, we show that $\operatorname{SE}(\hat{\boldsymbol{P}}, \tilde{\boldsymbol{P}}) \leq \epsilon_{P M} / 2$. This relies on application of Lemma 5.78 to the matrix $\boldsymbol{Z} \boldsymbol{Z}^{\top} / \alpha$ with the appropriate parameters.
2. Next, we use centralized Principal Components Analysis in Sparse, Data-Dependent Noise (PCA SDDN) with $\boldsymbol{z}_{i} \equiv \boldsymbol{y}_{i}$ to show that the $\tilde{\boldsymbol{P}}$ is close to the true subspace, $\boldsymbol{P}$. Here too we show that $\operatorname{SE}(\tilde{\boldsymbol{P}}, \boldsymbol{P}) \leq \epsilon_{P M} / 2$. Combining the above two results, and the triangle inequality gives $\operatorname{SE}(\hat{\boldsymbol{P}}, \boldsymbol{P}) \leq \operatorname{SE}(\hat{\boldsymbol{P}}, \tilde{\boldsymbol{P}})+\mathrm{SE}(\tilde{\boldsymbol{P}}, \boldsymbol{P}) \leq \epsilon_{P M}$.

Notice from (5.13), with high probability, the matrix $\boldsymbol{Z} \boldsymbol{Z}^{\top}$ has a good eigen-gap, i.e.,

$$
\begin{aligned}
\lambda_{r}\left(\boldsymbol{Z} \boldsymbol{Z}^{\top}\right) & =\lambda_{r}\left(\boldsymbol{L} \boldsymbol{L}^{\top}+\text { perturb }\right) \geq \lambda_{r}\left(\boldsymbol{L} \boldsymbol{L}^{\top}\right)-\| \text { perturb } \| \\
& \geq 0.99 \lambda^{-}-\left(7.7 \sqrt{b} q f+4.4 \frac{\lambda_{v}^{+}}{\lambda^{-}}\right) \lambda^{-} \\
\lambda_{r+1}\left(\boldsymbol{Z} \boldsymbol{Z}^{\top}\right) & \leq \lambda_{r+1}\left(\boldsymbol{L} \boldsymbol{L}^{\top}\right)+\| \text { pertub } \| \\
& \leq\left(7.7 \sqrt{b} q f+4.4 \frac{\lambda_{v}^{+}}{\lambda^{-}}\right) \lambda^{-}
\end{aligned}
$$

Under the assumptions of Lemma 5.84, $7.7 \sqrt{b} q f+4.4 \lambda_{v}^{+} / \lambda^{-} \leq 2.5 \epsilon_{S E}$. Thus, for this matrix, $R<$ 0.99 with high probability. The standard deviation of the channel noise in each iteration satisfies, $\sigma_{c} \leq \epsilon_{P M} \lambda^{-} / 10 \sqrt{n}$. Furthermore, since we initialize Fed-PM with $\boldsymbol{P}_{\text {init }}$ that satisfies $\mathrm{SE}\left(\boldsymbol{P}_{\text {init }}, \boldsymbol{P}\right) \leq$ $\epsilon_{\text {init }, P M}$ it follows from second part of Lemma 5.78 that after $L=C \log \left(1 /\left(\epsilon_{P M} \sqrt{1-\epsilon_{\text {init }, P M}^{2}}\right)\right)$ iterations, with probability at least $1-L \exp (-c r)$, the output $\hat{\boldsymbol{P}}$ satisfies $\operatorname{SE}(\hat{\boldsymbol{P}}, \tilde{\boldsymbol{P}}) \leq \epsilon_{P M} / 2$.

Next, observe that the conditions required to apply Lemma 5.76 is satisfied under the assumptions of Lemma 5.84. Thus, we apply Lemma 5.76 with $\epsilon_{\mathrm{SE}} \equiv \epsilon_{P M} / 2$. This ensures that with probability at least $1-10 n^{-10}$, the eigenvectors of the empirical covariance are close to that of the the population covariance, i.e., $\operatorname{SE}(\tilde{\boldsymbol{P}}, \boldsymbol{P}) \leq \epsilon_{P M} / 2$.

Combining the above two results we have with probability at least $1-L \exp (-c r)-10 n^{-10}$, $\mathrm{SE}(\hat{\boldsymbol{P}}, \boldsymbol{P}) \leq \mathrm{SE}(\hat{\boldsymbol{P}}, \tilde{\boldsymbol{P}})+\mathrm{SE}(\tilde{\boldsymbol{P}}, \boldsymbol{P}) \leq \epsilon_{P M}$.

The proof of the subspace detection step (Lemma 5.88) is similar to that of [30] applied with Lemma 5.79.

Proof of Lemma 5.78. The proof of Lemma 5.78 is a special case of Lemma 5.91 that is proved in the Supplementary Material. The proof of Lemma 5.79 is also provided in the Supplementary Material.

The Supplementary Material is organized as follows. In Appendix 5.8, we provide the setting, algorithm and the guarantee for (a) a generalization of Theorem 5.73 wherein we provide our result to provably detect and track large, but infrequent subspace changes; and (c) a generalization of Theorem 5.81 wherein we again deal with large infrequent subspace changes but in under the federated over-air constraints. In Appendix 5.9, we provide the guarantee for robust ST-miss in a centralized setting. And finally, in Appendix 5.10, we prove the convergence of Algorithm 11, i.e., Lemma 5.78 and Lemma 5.79 (in fact, we prove a stronger result there, but only provide a special case of it in the main paper).

### 5.8 Appendix B: Extensions of Theorem 5.73 and Theorem 5.81

### 5.8.1 Generalization to detect and track larger subspace changes for centralized STmiss

When $\Delta_{t v}$ is small enough, the bound given by Theorem 5.73 holds and is better than that for simple PCA given in Theorem 5.74. When $\Delta_{t v}$ is very small but there are occasional large changes, then the guarantee of Theorem 5.75 applies. However, the result does not guarantee change detection (only tracking), this is because the algorithm itself does not contain a detection step. In this section, we provide a modification of our algorithm that contains a detection step and a corollary that also guarantees quick enough detection. The proof is essentially a direct combination of the ideas given in the main paper and those used in [28] for quick and reliable subspace change detection.

A simple modification to Algorithm 10 given in Algorithm 14 allows us to deal with such a model. Our next result shows that under such a subspace change model, we are able to recover the result of [28]. Concretely, consider the following subspace change model

Definition 5.85 (Small frequent and abrupt infrequent subspace change model). Assume that the $\gamma-$ th large subspace changes occurs at $t=t_{\gamma} \alpha$ for $\tau=1, \cdots \Gamma$ such that $t_{\gamma+1}-t_{\gamma}>\left(J^{*}+2\right)$ with $J^{*}:=C \log (1 / \epsilon)$ where $\epsilon$ chosen by the user denotes the desired final accuracy. In addition, assume
that

$$
\min _{\gamma \in[\Gamma]} \Delta_{t_{\gamma}} \geq \Delta_{\text {large }} \geq \Delta_{t v} \geq \max _{\left\{j: j \neq t_{\gamma}, \gamma \in[\Gamma]\right\}} \Delta_{j}
$$

Notice that this is a generalization of the "model" considered in previous literature on provable subspace tracking [28] and the model considered above.

To deal with the large subspace changes, we need a few minor changes to Algorithm 10, which we briefly summarize below. Firstly, the algorithm now has two phases, the subspace update phase and the subspace detect phase, akin to the algorithms of [28, 30]. Second, as opposed to the algorithms studied in $[28,30]$, the current algorithm updates the subspace even in the detect phase (this is necessary since we only assume an approximate piecewise-constant subspace change model). The pseudo-code is provided as Algorithm 14 in the Appendix. With these changes, we have the following result

Corollary 5.86 (Subspace tracking in the presence of infrequent, abrupt changes). Assume that data satisfies the subspace change model in Definition 5.85 such that $\Delta_{\text {large }}>9 \sqrt{f} \max (0.1$. $0.3^{J^{*}-1}+1.5 \Delta_{t v}$, no-lev) Then, under the conditions of Theorem 5.73 and using Algorithm 14, with probability at least $1-d n^{-10}$, the $\gamma$-th large subspace change is detected within 1 mini-batch of $\alpha$ frames, i.e., $t_{\gamma} \leq \hat{t}_{\gamma} \leq t_{\gamma}+1$ and

$$
\begin{aligned}
& \mathrm{SE}\left(\hat{\boldsymbol{P}}_{j}, \boldsymbol{P}_{j}\right) \leq \\
& \left\{\begin{array}{l}
\max (0.1 \cdot 0.25, n o-l e v), \quad \text { if } \quad j^{*}=1 \\
\max \left(0.1 \cdot 0.3^{j^{*}-1}+0.5 \Delta_{t v}, n o-l e v\right), \quad \text { if } \quad j^{*} \in\left[2, J^{*}\right] \\
\epsilon, \quad \text { if } \quad j^{*}>J^{*}
\end{array}\right.
\end{aligned}
$$

where $j^{*}=\min _{\gamma}\left(\hat{t}_{\gamma}-j\right)$

Proof of Corollary 5.86. The proof follows from the idea of the result of [30]. The analysis of the subspace update step is exactly as mentioned in the proof of Theorem 5.73. The proof of the subspace update step requires the following changes to [30, Lemma 6.20]: consider the case when the subspace has not changed, but $K=C \log (1 / \epsilon)$ subspace updates have been completed. In this
case, $q_{K}$ (the subspace error between the previous estimate and the current actual subspace) from [30, Lemma 6.20] gets replaced with $\epsilon+\Delta_{t v}$ using the triangle inequality for subspace errors. Next consider the case when the subspace has changed by a quantity of $\Delta_{\text {large }}$. In this case, $q_{1}$ (the subspace error between the current algorithm estimate and the subspace after the large subspace change) gets replaced with $\epsilon+\Delta_{t v}+\Delta_{\text {large }}$. Once we make these changes, the rest of the proof follows exactly in the same fashion, and we get that (i) if the subspace has changed, $\lambda_{\max }\left(\boldsymbol{\Phi} \hat{\boldsymbol{L}}_{j} \hat{\boldsymbol{L}}_{j}^{\top} \boldsymbol{\Phi}\right) \geq$ $5\left(\epsilon+\Delta_{t v}+\Delta_{\text {large }}\right)^{2} \lambda^{+}$, and (ii) if the subspace has not changed, $\lambda_{\max }\left(\boldsymbol{\Phi} \hat{\boldsymbol{L}}_{j} \hat{\boldsymbol{L}}_{j}^{\top} \boldsymbol{\Phi}\right) \leq 1.5 \epsilon^{2} \lambda^{+}$. Thus, under the conditions of Corollary 5.86, as long as $\omega_{\text {evals }}=2 \epsilon^{2} \lambda^{+}$, w.h.p. the large subspace change is detected.

## Generalization to detect and track large subspace changes in FedOA-RST-miss.

Recall that $\boldsymbol{P}_{t}$ is the matrix of top- $r$ left singular vectors of data, $\boldsymbol{Y}_{t}=\left[\boldsymbol{Y}_{1, t}, \cdots, \boldsymbol{Y}_{K, t}\right]$. Assume that at $t=t_{\gamma}$ for $\gamma=1, \cdots, \Gamma$, such that $t_{\gamma+1}-t_{\gamma}>\left(J^{*}+2\right)$ with $J^{*}=C \log (1 / \epsilon)$ where $\epsilon$ is chosen by the user to denote the desired final accuracy. In addition, assume that

$$
\begin{aligned}
& \min _{\gamma \in[\Gamma]} \mathrm{SE}\left(\boldsymbol{P}_{t_{\gamma}+1}, \boldsymbol{P}_{t_{\gamma}}\right) \geq \Delta_{\text {large }} \\
& \max _{\left\{t: t \neq t_{\gamma}, \gamma \in[\Gamma]\right\}} \operatorname{SE}\left(\boldsymbol{P}_{t+1}, \boldsymbol{P}_{t}\right) \leq \Delta_{t v}
\end{aligned}
$$

Corollary 5.87. Assume that the data satisfies the subspace change model specified above such that $\Delta_{\text {large }}>9 \sqrt{f} \max \left(0.1 \cdot 0.3^{J^{*}-1}+1.5 \Delta_{t v}\right.$, no-lev $)$. Then, under the conditions of Theorem 5.81 and with minor modifications to Algorithm 12, with probability at least $1-d n^{-10}$, the $\gamma$-th large subspace change is detected within 1 time instant, i.e., $t_{\gamma} \leq \hat{t}_{\gamma} \leq t_{\gamma}+1$ and

$$
\begin{aligned}
& \mathrm{SE}\left(\hat{\boldsymbol{P}}_{t}, \boldsymbol{P}_{t}\right) \leq \\
& \left\{\begin{array}{l}
\max (0.1 \cdot 0.25, n o-l e v), \quad \text { if } \quad j^{*}=1 \\
\max \left(0.1 \cdot 0.3^{j^{*}-1}+0.5 \Delta_{t v}, n o-l e v\right), \quad \text { if } \quad j^{*} \in\left[2, J^{*}\right] \\
\epsilon, \quad \text { if } \quad j^{*}>J^{*}
\end{array}\right.
\end{aligned}
$$

where $j^{*}=\min _{\gamma}\left(\hat{t}_{\gamma}-t\right)$

```
Algorithm 14 STMiss - Infrequent Abrupt Changes
Require: \(\boldsymbol{Y}, \mathcal{T}\)
    Parameters: \(\alpha, \epsilon\),
    Init: \(\hat{\boldsymbol{P}}_{1} \leftarrow r-S V D\left[\boldsymbol{y}_{1}, \cdots, \boldsymbol{y}_{\alpha}\right], j \leftarrow 2, k \leftarrow 2\), phase \(\leftarrow\) update, \(K=C \log (1 / \epsilon)\)
    for \(j \geq 2\) do
        if \(k=1\) then
            \(\hat{\boldsymbol{P}}_{j} \leftarrow r-S V D\left[\boldsymbol{y}_{(j-2) \alpha+1}, \cdots, \boldsymbol{y}_{(j-1) \alpha}\right]\)
        else
            if phase \(=\) update then
                    \(\boldsymbol{\Psi} \leftarrow \boldsymbol{I}-\hat{\boldsymbol{P}}_{j-1} \hat{\boldsymbol{P}}_{j-1}^{\top}\)
                    for all \(t \in((j-1) \alpha, j \alpha]\) do
                    \(\tilde{\boldsymbol{y}}_{t} \leftarrow \boldsymbol{\Psi} \boldsymbol{y}_{t} ; \hat{\boldsymbol{\ell}}_{t} \leftarrow \boldsymbol{y}_{t}-\boldsymbol{I}_{\mathcal{T}_{t}}\left(\boldsymbol{\Psi}_{\mathcal{T}_{t}}\right)^{\dagger} \tilde{\boldsymbol{y}}_{t}\).
                    end for
                    \(\hat{\boldsymbol{P}}_{j} \leftarrow r-S V D\left[\hat{\ell}_{(j-1) \alpha+1}, \cdots, \hat{\ell}_{j \alpha}\right]\)
                    \(k \leftarrow k+1\)
                    if \(k=K\) then
                    phase \(\leftarrow\) detect
                    end if
            end if
        end if
        if phase \(=\) detect then
            if \(\lambda_{\max }\left(\boldsymbol{\Phi} \hat{\boldsymbol{L}}_{j} \hat{\boldsymbol{L}}_{j}^{\top} \boldsymbol{\Phi}\right) \geq 2 \alpha \epsilon^{2} \lambda^{+}\)then
                phase \(\leftarrow\) update, \(k \leftarrow 1\)
            else
                Repeat lines 5-12
            end if
        end if
    end for
Ensure: \(\hat{\boldsymbol{P}}_{j}, \hat{\ell}_{t}, \hat{\hat{\ell}}_{t}\).
```

For the proof of Corollary 5.87, the approach is the same as Corollary 5.86. One key difference is how we perform the subspace detection step since this needs to be done while obeying the federated, over-air data sharing constraints. To do this, we leverage Lemma 5.79 and derive the following result:

Lemma 5.88 (Subspace Change Detection). Consider $\alpha$ data vectors at time $t>t_{\gamma-1}$. Assume that the $(t-1)$-th subspace has been estimated to $\epsilon$-accuracy, i.e., $\operatorname{SE}\left(\hat{\boldsymbol{P}}_{t-1}, \boldsymbol{P}_{t-1}\right) \leq \epsilon$. Let the
number of iterations of Fed-PM be $L_{\mathrm{det}}=C \log n r$. Let the detection threshold $\omega_{\text {evals }}=2 \epsilon^{2} \alpha \lambda^{+}$. Then, under the assumptions of Theorem 5.81, the following holds.

1. If the subspace changes, i.e., $t>t_{\gamma}$. At this time, with probability at least $1-10 n^{-10}$,

$$
\hat{\lambda}_{\text {det }} \geq 0.9 \lambda_{\max }\left(\boldsymbol{\Phi} \hat{\boldsymbol{L}}_{t} \hat{\mathbf{L}}_{t}^{\top} \boldsymbol{\Phi}\right) \geq 4.5\left(\epsilon+\Delta_{t v}+\Delta_{\text {large }}\right)^{2} \alpha \lambda^{+}
$$

2. If the subspace has not changed, then with probability at least $1-10 n^{-10}$,

$$
\hat{\lambda}_{\text {det }} \leq 1.1 \lambda_{\max }\left(\boldsymbol{\Phi} \hat{\boldsymbol{L}}_{t} \hat{\boldsymbol{L}}_{t}^{\top} \boldsymbol{\Phi}\right) \leq 1.6 \epsilon^{2} \alpha \lambda^{+}
$$

### 5.9 Appendix C: Robust Subspace Tracking with Missing Data

In this section, we provide the concrete problem setting, algorithm and result for RST-miss in the centralized setting. Assume that at each time $t$, we observe an $n$-dimensional data stream of the form

$$
\begin{equation*}
\boldsymbol{y}_{t}=\mathcal{P}_{\Omega_{t}}\left(\tilde{\ell}_{t}+\boldsymbol{g}_{t}\right), \quad t=1,2, \cdots, d \tag{5.14}
\end{equation*}
$$

where $\boldsymbol{g}_{t}$ 's are the sparse outliers and $\tilde{\boldsymbol{\ell}}_{t}, \mathcal{P}_{\Omega_{t}}(\cdot)$ etc are defined exactly as done before. We let $\boldsymbol{s}_{t}:=\mathcal{P}_{\Omega_{t}}\left(\boldsymbol{g}_{t}\right)$ and let $\mathcal{T}_{\text {sparse,t }}$ denote the support of $\boldsymbol{s}_{t}$. Notice that it is impossible to recover $\boldsymbol{g}_{t}$ on the set $\mathcal{T}_{t}$ and thus we only work with $s_{t}$ in the sequel. Furthermore, by definition, $s_{t}$ is supported outside $\mathcal{T}_{t}$ and thus $\mathcal{T}_{t}$ and $\mathcal{T}_{\text {sparse }, t}$ are disjoint. With $s_{t}$ defined as above, the measurements can also be expressed as

$$
\begin{aligned}
\boldsymbol{y}_{t} & =\mathcal{P}_{\Omega_{t}}\left(\tilde{\ell}_{t}\right)+s_{t} \\
& =\tilde{\ell}_{t}-\boldsymbol{I}_{\mathcal{T}_{t}} \boldsymbol{I}_{\mathcal{T}_{t}}^{\top} \tilde{\ell}_{t}+s_{t} \\
& :=\tilde{\ell}_{t}+z_{t}+s_{t}=\ell_{t}+z_{t}+s_{t}+\boldsymbol{v}_{t} .
\end{aligned}
$$

One main difference required in the algorithm is how we estimate the sparse vector, $\tilde{s}_{t}=\boldsymbol{z}_{t}+s_{t}$. Recovering $\tilde{\boldsymbol{s}}_{t}$ is a problem of sparse recovery with partial support knowledge, $\mathcal{T}_{t}$. In this paper, we use noisy modified CS [24] which was introduced to solve exactly this problem. Another main

```
Algorithm 15 Robust Subspace Tracking with missing entries (RST-miss)
Require: \(\boldsymbol{Y}, \mathcal{T}\)
    Parameters: \(\alpha, \omega_{\text {evals }}, \xi\)
    Init: \(\hat{\boldsymbol{P}}_{1} \leftarrow \operatorname{AltProj}\left[\boldsymbol{y}_{1}, \cdots, \boldsymbol{y}_{\alpha}\right], j \leftarrow 2\)
    Lines 3-13 of Algorithm 10 with line 6 replaced by
        \(\tilde{\boldsymbol{y}}_{t} \leftarrow \boldsymbol{\Psi} \boldsymbol{y}_{t}\)
        \(\hat{\boldsymbol{s}}_{t, c s} \leftarrow \arg \min _{s}\left\|(\boldsymbol{s})_{\left(\mathcal{T}_{t}\right)^{c}}\right\|_{1}\) s.t. \(\left\|\tilde{\boldsymbol{y}}_{t}-\boldsymbol{\Psi} s\right\| \leq \xi\).
        \(\hat{\mathcal{T}}_{t} \leftarrow \mathcal{T}_{t} \cup\left\{m:\left|\left(\hat{s}_{t, \text { cs }}\right)_{m}\right|>\omega_{\text {supp }}\right\}\)
        \(\hat{\boldsymbol{\ell}}_{t} \leftarrow \boldsymbol{y}_{t}-\boldsymbol{I}_{\hat{\mathcal{T}}_{t}}\left(\boldsymbol{\Psi}_{\hat{\mathcal{T}}_{t}}\right)^{\dagger} \tilde{\boldsymbol{y}}_{t}\).
4: Line 11 replaced by
        \(\tilde{\boldsymbol{y}}_{t} \leftarrow \tilde{\boldsymbol{\Psi}} \boldsymbol{y}_{t}\)
        \(\hat{\boldsymbol{s}}_{t, c s} \leftarrow \arg \min _{s}\left\|(\boldsymbol{s})_{\left(\mathcal{T}_{t}\right)^{c}}\right\|_{1}\) s.t. \(\left\|\tilde{\boldsymbol{y}}_{t}-\tilde{\boldsymbol{\Psi}} s\right\| \leq \xi\).
        \(\hat{\mathcal{T}}_{t} \leftarrow \mathcal{T}_{t} \cup\left\{m:\left|\left(\hat{\boldsymbol{s}}_{t, \text { cs }}\right)_{m}\right|>\omega_{\text {supp }}\right\}\)
        \(\hat{\boldsymbol{\ell}}_{t} \leftarrow \boldsymbol{y}_{t}-\boldsymbol{I}_{\hat{\tau}_{t}}\left(\tilde{\boldsymbol{\Psi}}_{\hat{\mathcal{T}}_{t}}\right)^{\dagger} \tilde{\boldsymbol{y}}_{t}\).
Ensure: \(\hat{\boldsymbol{P}}_{j}, \hat{\boldsymbol{\ell}}_{t}, \hat{\boldsymbol{\ell}}_{t}, \hat{\mathcal{T}}_{t}\).
```

difference is in the initialization step. Observe that due to the presence of sparse outliers, a simple PCA step does not ensure a "good enough" initialization in this case.

Assumptions. We need all the assumptions from the previous section. In addition, it is well known from the RPCA literature that the fraction of outliers in each row and column of the matrix $\boldsymbol{S}_{j}$ needs to be bounded.

Definition 5.89 (Sparse outlier fractions). Consider the sparse outlier matrix $\boldsymbol{S}_{j}:=$ $\left[s_{(j-1) \alpha+1}, \ldots, s_{j \alpha}\right]$. We use max-outlier-frac-col (max-outlier-frac-row) to denote the maximum of the fraction of non-zero elements in any column (row) of this matrix. Also define $x_{\text {min }}=\min _{t \in((j-1 \alpha, j \alpha]} \min _{i \in \mathcal{T}_{\text {sparse }, t}}\left|\left(s_{t}\right)_{i}\right|$.

## Algorithm and Main Result.

We have the following result for robust subspace tracking with missing entries
Theorem 5.90 (Robust Subspace Tracking with missing entries). Consider Algorithm 12. Assume that no-lev $\leq 0.2$. Set $\omega_{\text {supp }}=x_{\min } / 2$ and $\xi=x_{\min } / 15$. Assume that the following hold:

1. $A t t=1$ we are given a $\hat{\boldsymbol{P}}_{1}$ s.t. $\mathrm{SE}\left(\hat{\boldsymbol{P}}_{1}, \boldsymbol{P}_{1}\right) \leq \epsilon_{\text {init }}$.
2. Incoherence: $\boldsymbol{P}_{j}$ 's satisfy $\mu$-incoherence, and $\boldsymbol{a}_{t}$ 's satisfy statistical right $\mu$-incoherence;
3. Missing Entries: max-miss-frac-col $\in O(1 / \mu r)$, max-miss-frac-row $\in O(1)$;
4. Sparse Outliers: max-outlier-frac-col $\in O(1 / \mu r)$, max-outlier-frac-row $\in O(1)$;
5. Subspace Model: let $\Delta_{t v}:=\max _{j} \operatorname{SE}\left(\boldsymbol{P}_{j-1}, \boldsymbol{P}_{j}\right)$ s.t.

$$
\begin{gathered}
0.3 \epsilon_{\text {init }}+0.5 \Delta_{t v} \leq 0.28 \quad \text { and } \\
C \sqrt{r \lambda^{+}}\left(0.3^{j-1} \epsilon_{\text {init }}+0.5 \Delta_{t v}\right)+\sqrt{r_{v} \lambda_{v}^{+}} \leq x_{\text {min }}
\end{gathered}
$$

then, with probability at least $1-10 d n^{-10}$, for all $j>1$, we have

$$
\begin{aligned}
& \mathrm{SE}\left(\hat{\boldsymbol{P}}_{j}, \boldsymbol{P}_{j}\right) \\
& \leq \max \left(0.3^{j-1} \epsilon_{\text {init }}+\Delta_{t v}\left(0.3+0.3+0.3^{2} \ldots+0.3^{j-1}\right), \text { no-lev }\right) \\
& <\max \left(0.3^{j-1} \epsilon_{\text {init }}+0.5 \Delta_{t v}, \text { no-lev }\right)
\end{aligned}
$$

Also, at all $j$ and $t \in((j-1) \alpha, j \alpha],\left\|\hat{\tilde{\ell}}_{t}-\boldsymbol{\ell}_{t}\right\| \leq 1.2 \cdot \mathrm{SE}\left(\hat{\boldsymbol{P}}_{j}, \boldsymbol{P}_{j}\right)\left\|\tilde{\boldsymbol{\ell}}_{t}\right\|+\left\|\boldsymbol{v}_{t}\right\|$.

### 5.10 Appendix D: Convergence Analysis for FedPM

### 5.10.1 Eigenvalue convergence

First we present the proof of the eigenvalue convergence result (Lemma 5.79). To our best knowledge, this has not been studied in the federated ML literature.

Proof of Lemma 5.79. We now wish to compute the error bounds of in convergence of eigenvalues. To this end, at the end of $L$ iterations, we compute $\hat{\boldsymbol{\Sigma}}=\hat{\boldsymbol{U}}_{L}^{\top} \boldsymbol{A} \hat{\boldsymbol{U}}_{L}+\hat{\boldsymbol{U}}_{L}^{\top} \boldsymbol{W}_{L}$. The intuition is that if the eigenvectors are estimated well, then this matrix will be approximately diagonal (off diagonal entries $\approx \epsilon$ ), and the diagonal entries will be close to the true eigenvalues. Furthermore, in the application of this result for the Subspace Change detection problem, we will only consider the
largest eigenvalue of $\hat{\boldsymbol{\Sigma}}$ and thus we have

$$
\begin{aligned}
\lambda_{\max }(\hat{\boldsymbol{\Sigma}}) & =\lambda_{\max }\left(\hat{\boldsymbol{U}}_{L}^{\top} \boldsymbol{A} \hat{\boldsymbol{U}}_{L}+\hat{\boldsymbol{U}}_{L}^{\top} \boldsymbol{W}_{L}\right) \\
& =\lambda_{\max }\left(\boldsymbol{\Sigma}+\left(\hat{\boldsymbol{U}}_{L}^{\top} \boldsymbol{A} \hat{\boldsymbol{U}}_{L}-\boldsymbol{\Sigma}\right)+\hat{\boldsymbol{U}}_{L}^{\top} \boldsymbol{W}_{L}\right) \\
& \geq \lambda_{\max }(\boldsymbol{\Sigma})-\left\|\hat{\boldsymbol{U}}_{L}^{\top} \boldsymbol{A} \hat{\boldsymbol{U}}_{L}-\boldsymbol{\Sigma}\right\|-\left\|\hat{\boldsymbol{U}}_{L}^{\top} \boldsymbol{W}_{L}\right\| \\
& \geq \sigma_{1}-\left\|\hat{\boldsymbol{U}}_{L}^{\top} \boldsymbol{A} \hat{\boldsymbol{U}}_{L}-\boldsymbol{\Sigma}\right\|-\left\|\boldsymbol{W}_{L}\right\|
\end{aligned}
$$

The second term can be upper bounded as follows

$$
\begin{aligned}
& \left\|\hat{\boldsymbol{U}}_{L}^{\top} \boldsymbol{A} \hat{\boldsymbol{U}}_{L}-\boldsymbol{\Sigma}\right\| \\
& =\left\|\left(\hat{\boldsymbol{U}}_{L}^{\top} \boldsymbol{U} \boldsymbol{\Sigma} \boldsymbol{U}^{\top} \hat{\boldsymbol{U}}_{L}-\boldsymbol{\Sigma}\right)+\hat{\boldsymbol{U}}_{L}^{\top} \boldsymbol{U}_{\perp} \boldsymbol{\Sigma}_{\perp} \boldsymbol{U}_{\perp}^{\top} \hat{\boldsymbol{U}}_{L}\right\| \\
& \leq\left\|\hat{\boldsymbol{U}}_{L}^{\top} \boldsymbol{U} \boldsymbol{\Sigma} \boldsymbol{U}^{\top} \hat{\boldsymbol{U}}_{L}-\boldsymbol{\Sigma}\right\|+\left\|\hat{\boldsymbol{U}}_{L}^{\top} \boldsymbol{U}_{\perp} \boldsymbol{\Sigma}_{\perp} \boldsymbol{U}_{\perp}^{\top} \hat{\boldsymbol{U}}_{L}\right\| \\
& \leq\left\|\hat{\boldsymbol{U}}_{L}^{\top} \boldsymbol{U} \boldsymbol{\Sigma} \boldsymbol{U}^{\top} \hat{\boldsymbol{U}}_{L}-\boldsymbol{\Sigma}\right\|+\left\|\boldsymbol{\Sigma}_{\perp}\right\|\left\|\boldsymbol{U}_{\perp}^{\top} \hat{\boldsymbol{U}}_{L}\right\|^{2} \\
& =\left\|\hat{\boldsymbol{U}}_{L}^{\top} \boldsymbol{U} \boldsymbol{\Sigma} \boldsymbol{U}^{\top} \hat{\boldsymbol{U}}_{L}-\boldsymbol{\Sigma}\right\|+\left\|\boldsymbol{\Sigma}_{\perp}\right\|\left\|\boldsymbol{U}_{\perp} \boldsymbol{U}_{\perp}^{\top} \hat{\boldsymbol{U}}_{L}\right\|^{2} \\
& \leq\left\|\hat{\boldsymbol{U}}_{L}^{\top} \boldsymbol{U} \boldsymbol{\Sigma} \boldsymbol{U}^{\top} \hat{\boldsymbol{U}}_{L}-\boldsymbol{\Sigma}\right\|+\sigma_{r+1} \mathrm{SE}^{2}\left(\hat{\boldsymbol{U}}_{L}, \boldsymbol{U}\right)
\end{aligned}
$$

The first term above can be bounded as

$$
\begin{aligned}
& \left\|\hat{\boldsymbol{U}}_{L}^{\top} \boldsymbol{U} \boldsymbol{\Sigma} \boldsymbol{U}^{\top} \hat{\boldsymbol{U}}_{L}-\boldsymbol{\Sigma}\right\| \\
& =\left\|\left(\boldsymbol{I}-\boldsymbol{I}+\hat{\boldsymbol{U}}_{L}^{\top} \boldsymbol{U}\right) \boldsymbol{\Sigma}\left(\boldsymbol{U}^{\top} \hat{\boldsymbol{U}}_{L}+\boldsymbol{I}-\boldsymbol{I}\right)-\boldsymbol{\Sigma}\right\| \\
& \leq\left\|\left(\hat{\boldsymbol{U}}_{L}^{\top} \boldsymbol{U}-\boldsymbol{I}\right) \boldsymbol{\Sigma}\right\|+\left\|\boldsymbol{\Sigma}\left(\boldsymbol{U}^{\top} \hat{\boldsymbol{U}}_{L}-\boldsymbol{I}\right)\right\| \\
& +\left\|\left(\hat{\boldsymbol{U}}_{L}^{\top} \boldsymbol{U}-\boldsymbol{I}\right) \boldsymbol{\Sigma}\left(\boldsymbol{U}^{\top} \hat{\boldsymbol{U}}_{L}-\boldsymbol{I}\right)\right\| \\
& \leq \sigma_{1}\left(2\left\|\boldsymbol{I}-\hat{\boldsymbol{U}}_{L}^{\top} \boldsymbol{U}\right\|+\left\|\boldsymbol{I}-\hat{\boldsymbol{U}}_{L}^{\top} \boldsymbol{U}\right\|^{2}\right) \\
& \leq \sigma_{1}\left(2\left(1-\sigma_{r}\left(\hat{\boldsymbol{U}}_{L}^{\top} \boldsymbol{U}\right)\right)+\left(1-\sigma_{r}\left(\hat{\boldsymbol{U}}_{L}^{\top} \boldsymbol{U}\right)\right)^{2}\right)
\end{aligned}
$$

and since $\mathrm{SE}^{2}\left(\hat{\boldsymbol{U}}_{L}, \boldsymbol{U}\right)=1-\sigma_{r}^{2}\left(\hat{\boldsymbol{U}}_{L}^{\top} \boldsymbol{U}\right) \leq \epsilon^{2}$ and thus we get that $\sigma_{r}\left(\hat{\boldsymbol{U}}_{L}^{\top} \boldsymbol{U}\right) \geq \sqrt{1-\epsilon^{2}} \geq 1-\epsilon^{2}$. Finally, the assumption on the channel noise implies that with high probability, $\left\|\boldsymbol{W}_{L}\right\| \leq C \sqrt{n} \sigma_{c} \leq$ $1.5 \sigma_{r} \epsilon$. Thus,

$$
\lambda_{\max }(\hat{\boldsymbol{\Sigma}}) \geq \sigma_{1}\left(1-4 \epsilon^{2}\right)-\sigma_{r+1} \epsilon^{2}-\sigma_{r} \epsilon
$$

```
Algorithm 16 FedPM: Federated Noise-Tolerant Power Method
Require: \(\boldsymbol{Z}, r, L, \eta, K\) nodes, for each \(i \in \mathcal{I}_{k}\), data \(\boldsymbol{y}_{i}\)
    At central server, \(\tilde{\boldsymbol{U}}_{0} \stackrel{i . i . d .}{\sim} \mathcal{N}(0, I)_{n \times r} ; \hat{\boldsymbol{U}}_{0} \leftarrow \tilde{\boldsymbol{U}}_{0}\), transmit to all \(K\) workers.
    for \(l=1, \ldots, L \eta\) do
        At \(k\)-th node, do \(\tilde{\boldsymbol{U}}_{k, l}=\boldsymbol{Z}_{k} \boldsymbol{Z}_{k}^{\top} \hat{\boldsymbol{U}}_{l-1}\)
        All \(k\) nodes transmit \(\tilde{\boldsymbol{U}}_{k, l}\) synchronously to the central server.
        Central server receives \(\tilde{\boldsymbol{U}}_{\eta}:=\sum_{k} \tilde{\boldsymbol{U}}_{k, l}+\boldsymbol{W}_{k, l}\), with \(\sum_{k} \boldsymbol{W}_{k, l}=\boldsymbol{W}_{l}\).
        \(\hat{\boldsymbol{U}}_{l} \leftarrow \hat{\boldsymbol{U}}_{l-1}\)
        if \((l \bmod \eta)=0\) then \(\hat{\boldsymbol{U}}_{l} \boldsymbol{R}_{l}{ }_{l}^{Q R} \tilde{\boldsymbol{U}}_{l}\) end if
        Central server broadcasts \(\hat{\boldsymbol{U}}_{l}\) to all nodes
    end for
    All \(k\) nodes compute \(\boldsymbol{Z}_{k} \boldsymbol{Z}_{k}^{\top} \hat{\boldsymbol{U}}_{L}\), transmit synchronously to central server
    Central server receives \(\boldsymbol{B}=\sum_{k} \boldsymbol{Z}_{k} \boldsymbol{Z}_{k}^{\top} \hat{\boldsymbol{U}}_{L}+\boldsymbol{W}_{L}\), computes the top eigenvalue, \(\hat{\sigma}_{1}=\)
    \(\lambda_{\max }\left(\hat{\boldsymbol{U}}_{L}^{\top} \boldsymbol{B}\right)\).
Ensure: \(\hat{\boldsymbol{U}}_{L}, \hat{\sigma}_{1}\).
```

We also get

$$
\begin{aligned}
\lambda_{\max }(\hat{\boldsymbol{\Sigma}}) & \leq \lambda_{\max }\left(\hat{\boldsymbol{U}}_{L}^{\top} \boldsymbol{B} \boldsymbol{B}^{\top} \hat{\boldsymbol{U}}_{L}\right)+\left\|\boldsymbol{W}_{L}\right\| \\
& \leq\left\|\hat{\boldsymbol{U}}_{L}\right\|^{2}\left\|\boldsymbol{B}^{\top}\right\|+\left\|\boldsymbol{W}_{L}\right\|=\lambda_{\max }\left(\boldsymbol{B}^{\top}\right)+1.5 \sigma_{r} \epsilon
\end{aligned}
$$

This completes the proof.

### 5.10.2 The Noise Tolerant FedOA-PM, Algorithm, and Guarantee

Next, we present a "robust" version of the FedOA-PM algorithm. As mentioned earlier, by normalizing the subspace estimates once every $\eta \geq 1$ iterations allows for a larger noise tolerance than the vanilla FedOA-PM algorithm. This is summarized in Algorithm 16 and the main result is provided below.

Before we state the main result, we need to define the following quantities. For this section we use $\boldsymbol{A}=\boldsymbol{Z} \boldsymbol{Z}^{\top}$ and let $\boldsymbol{A} \stackrel{E V D}{=} \boldsymbol{U} \boldsymbol{\Sigma} \boldsymbol{U}^{\top}+\boldsymbol{U}_{\perp} \boldsymbol{\Sigma}_{\perp} \boldsymbol{U}_{\perp}^{\top}$ denote its eigenvalue decomposition. Recall that $\boldsymbol{U} \in \boldsymbol{R}^{n \times r}$ denote the principal subspace that we are interesting in estimating. We also use $\sigma_{i}$ to denote the $i$-th eigenvalue of $\boldsymbol{A}$ with $\sigma_{1} \geq \cdots \geq \sigma_{r}>\sigma_{r+1} \geq \cdots \geq \sigma_{n} \geq 0$. We also let the ratio of $(r+1)$-th to $r$-th eigenvalue, $R:=\sigma_{r+1} / \sigma_{r}$, the noise to signal ratio, NSR $:=\sigma_{c} / \sigma_{r}$, and $\tilde{R}:=\max \left(R, 1 / \sigma_{r}\right)$. We use $\mathrm{SE}_{l}:=\operatorname{SE}\left(\hat{\boldsymbol{U}}_{l}, \boldsymbol{U}\right)$.

We have the following main result:

Theorem 5.91. Consider Algorithm 16 with initial subspace estimation error $\mathrm{SE}_{0}$.

1. Let $\eta=1$. Assume that $R<0.99$. If, at each iteration, the channel noise $\boldsymbol{W}_{l}$ satisfies NSR $<$ $c \min \left(\frac{\epsilon}{\sqrt{n}}, 0.2 \sqrt{\frac{1-\mathrm{SE}_{l-1}^{2}}{r}}\right)$ then, after $L=\Omega\left(\frac{1}{\log (1 / R)}\left(\log \frac{1}{\epsilon}+\log \frac{1}{\sqrt{1-\mathrm{SE}_{0}^{2}}}\right)\right)$ iterations, with probability at least $1-L \exp (-c r), \operatorname{SE}\left(\boldsymbol{U}, \hat{\boldsymbol{U}}_{L}\right) \leq \epsilon$.
2. Consider Algorithm 11 with $\eta>1$. If, $\sigma_{r}>1$, and if NSR $<$ $c \min \left(\frac{\epsilon}{\sqrt{n}} \cdot \frac{1}{\sqrt{\eta} R^{\eta-1}}, 0.2 \sqrt{\frac{\sigma_{r}^{2}-1}{\sigma_{r}^{2}}} \cdot \sqrt{\frac{1-\mathrm{SE}_{(l-1) \eta}^{2}}{r}}\right)$, then the above conclusion holds.
3. If $\tilde{\boldsymbol{U}}_{0} \stackrel{i . i . d}{\sim} \mathcal{N}(0, \boldsymbol{I})_{n \times r}$, then $\mathrm{SE}_{0}=\mathcal{O}(\sqrt{1-1 / \gamma n r})$ with probability $1-1 / \gamma$.

To understand the above theorem, first consider $\eta=1$. In this case, we require $\operatorname{NSR} \sqrt{n}<\epsilon$ to achieve $\epsilon$-accurate recovery of the subspace. In this setting, with a random initialization, our result essentially recovers the main result of $[15,4]$. But we can choose to pick $\eta>1$. To understand its advantage, suppose that $\lambda_{r}>1.5$ (this is easy to satisfy by assuming that all the data transmitted is scaled by a large enough factor). Then, clearly, $\lambda_{r}^{2} /\left(\lambda_{r}^{2}-1\right)<3$ and so the first term in the upper bound of NSR dominates. Thus, as $\eta$ is increased, we only require $\operatorname{NSR} \sqrt{n} \cdot \sqrt{\eta} R^{\eta-1} \leq \epsilon$ which is a significantly weaker requirement. Thus, a larger $\eta$ means we can allow the noise variance to be larger. However, we cannot pick $\eta$ too large because it will lead to numerical problems (bit overflow problems) and may also result in violation of the transmit power constraint. As an example, if we set $\eta=C \log n$, for a constant $C$ that is large enough (depends on $\tilde{R}$ ), then the we only require (NSR $\sqrt{n} / \log n) \leq \epsilon$ which provides a $\log n$ factor of noise robustness. Observe that the number of iterations needed, $L$, depends on the initialization. If $\mathrm{SE}_{0}<c_{0}$ with $c_{0}$ being a constant, then we only need $L=\Omega\left(\frac{1}{\log (1 / R)} \log (1 / \epsilon)\right)$ iterations (which we leverage in the ST-miss result). Finally, if we use random initialization we need $L=\Omega\left(\frac{1}{\log (1 / R)} \log (n r / \epsilon)\right)$, i.e., $O(\log n r)$ more iterations. We provide a comparison with [15, 4] in Table 5.1.

Table 5.1: Comparing bounds on channel noise variance $\sigma_{c}^{2}$ and on number of iterations $L$. Let $\operatorname{gap}_{1}:=\lambda_{r}-\lambda_{r+1}, \operatorname{gap}_{q}:=\lambda_{r}-\lambda_{q+1}$ for some $r \leq q \leq r^{\prime}$. Also, we assume $\epsilon \leq c / r$.

|  | Noisy Power Method <br> $[15,4]$ | This Work |
| :---: | :---: | :---: |
| $\eta=1$ | $\sigma_{c}=\mathcal{O}\left(\frac{\operatorname{gap}_{1} \epsilon}{\sqrt{n}}\right)$ | $\sigma_{c}=\mathcal{O}\left(\frac{\lambda_{r} \epsilon}{\sqrt{n}}\right)$, |
| $r^{\prime}=r$ |  | $R<0.99$ |
| Random init | $L=\Omega\left(\frac{\lambda_{r}}{\operatorname{gap}} \ln \log \left(\frac{n}{\epsilon}\right)\right)$ | $L=\Omega\left(\frac{1}{\log (1 / R)} \log \left(\frac{n}{\epsilon}\right)\right)$ |
| Good init | - | $L=\Omega\left(\frac{1}{\log (1 / R)} \log \left(\frac{1}{\epsilon}\right)\right)$ |
| $\left(\mathrm{SE}_{0} \leq c_{0}\right)$ |  |  |
| $\eta=1$ | $\sigma_{c}=\mathcal{O}\left(\frac{\operatorname{gap}_{q} \epsilon}{\sqrt{n}}\right)$ |  |
| $r^{\prime}>r$ |  |  |
| $\eta>1$ | - | $\sigma_{c}=\mathcal{O}\left(\frac{\lambda_{r} \epsilon}{R^{\eta} \eta}\right)$, |
| $r^{\prime}=r$ |  | $R<0.99, \lambda_{r}>1$ |
| $\eta=\mathcal{O}(\log n)$ | - | $\sigma_{c}=\mathcal{O}\left(\frac{\lambda_{r e n}}{\log n}\right)$, |
| $r^{\prime}=r$ |  | $R<0.99, \lambda_{r}>1$ |

### 5.10.3 Proof of Theorem 5.91

Before we state the proof, we define two auxiliary quantities

$$
\begin{aligned}
\Gamma_{\text {num }}^{2}(\eta) & :=\frac{1+\sigma_{r+1}^{2}+\sigma_{r+1}^{4}+\ldots \sigma_{r+1}^{2 \eta-2}}{\sigma_{r}^{2 \eta-2}} \\
\Gamma_{\text {denom }}^{2}(\eta) & :=\frac{1+\sigma_{r}^{2}+\sigma_{r}^{4}+\cdots+\sigma_{r}^{2 \eta-2}}{\sigma_{r}^{2 \eta-2}}
\end{aligned}
$$

Intuitively, $\Gamma_{\text {num }}(\eta)$ captures the effect of the ratio of the "effective channel noise orthogonal to the signal space", to the signal energy, while $\Gamma_{\text {denom }}(\eta)$ captures the "effective channel noise along the signal space" and the signal energy. The following lemma bounds the reduction in error from iteration $(l-1) \eta$ to $l \eta$.

Lemma 5.92 (Descent Lemma, general $\eta$ ). Consider Algorithm 16. Assume that $R<0.99$. With probability at least $1-\exp (-c r)$, the following holds:

$$
\mathrm{SE}_{l \eta} \leq \frac{R^{\eta} \mathrm{SE}_{(l-1) \eta}+\sqrt{n} N S R \Gamma_{n u m}(\eta)}{0.9 \sqrt{1-\mathrm{SE}_{(l-1) \eta}^{2}}-\sqrt{r} N S R \Gamma_{\text {denom }}(\eta)}
$$

By recursively applying the above lemma at each iteration, we have the following. It assumes that the initial subspace estimate has error $\mathrm{SE}_{0}:=\mathrm{SE}\left(\tilde{\boldsymbol{U}}_{0}, \boldsymbol{U}\right)$. The proof is provided in Appendix 5.10.

Proof of Lemma 5.92. Consider the setting where we normalize our subpsace estimates every $\eta$ iterations. In other words, we start with a basis matrix estimate at $l=l_{0}$, and then analyze the subspace error after $\eta$ iterations. In this case, the subspace update equations can be written as

$$
\begin{gathered}
\tilde{\boldsymbol{U}}_{l_{0}+1}=\boldsymbol{A} \hat{\boldsymbol{U}}_{l_{0}}+\boldsymbol{W}_{l_{0}+1} \\
\tilde{\boldsymbol{U}}_{l_{0}+2}=\boldsymbol{A} \tilde{\boldsymbol{U}}_{l_{0}+1}+\boldsymbol{W}_{l_{0}+2}=\boldsymbol{A}^{2} \hat{\boldsymbol{U}}_{l_{0}}+\boldsymbol{A} \boldsymbol{W}_{l_{0}+1}+\boldsymbol{W}_{l_{0}+2} \\
\vdots \\
\tilde{\boldsymbol{U}}_{l_{0}+\eta}=\tilde{\boldsymbol{U}}_{l}=\boldsymbol{A}^{\eta} \hat{\boldsymbol{U}}_{l_{0}}+\sum_{i=1}^{\eta} \boldsymbol{A}^{\eta-i} \boldsymbol{W}_{l_{0}+i}
\end{gathered}
$$

Recall that $\hat{\boldsymbol{U}}_{l_{0}} \stackrel{Q R}{=} \tilde{\boldsymbol{U}}_{l_{0}} \boldsymbol{R}_{l_{0}}$. Thus, we have

$$
\begin{aligned}
\tilde{\boldsymbol{U}}_{l} & =\boldsymbol{A}^{\eta} \tilde{\boldsymbol{U}}_{l_{0}} \boldsymbol{R}_{l_{0}}^{-1}+\sum_{i=1}^{\eta} \boldsymbol{A}^{\eta-i} \boldsymbol{W}_{l_{0}+i} \\
& =\boldsymbol{A}^{\eta}\left(\boldsymbol{U} \boldsymbol{U}^{\top} \tilde{\boldsymbol{U}}_{l_{0}}+\boldsymbol{U}_{\perp} \boldsymbol{U}_{\perp}^{\top} \tilde{\boldsymbol{U}}_{l_{0}}\right) \boldsymbol{R}_{l_{0}}^{-1} \\
& +\sum_{i=1}^{\eta} \boldsymbol{A}^{\eta-i}\left(\boldsymbol{U} \boldsymbol{U}^{\top} \boldsymbol{W}_{l_{0}+i}+\boldsymbol{U}_{\perp} \boldsymbol{U}_{\perp}^{\top} \boldsymbol{W}_{l_{0}+i}\right) \\
& =\boldsymbol{U} \boldsymbol{\Sigma}^{\eta}\left(\boldsymbol{U}^{\top} \tilde{\boldsymbol{U}}_{l_{0}}\right) \boldsymbol{R}_{l_{0}}^{-1}+\boldsymbol{U}_{\perp} \boldsymbol{\Sigma}_{\perp}^{\eta}\left(\boldsymbol{U}_{\perp}^{\top} \tilde{\boldsymbol{U}}_{l_{0}}\right) \boldsymbol{R}_{l_{0}}^{-1} \\
& +\sum_{i=1}^{\eta}\left[\boldsymbol{U} \boldsymbol{\Sigma}^{\eta-i}\left(\boldsymbol{U}^{\top} \boldsymbol{W}_{l_{0}+i}\right)+\boldsymbol{U}_{\perp} \boldsymbol{\Sigma}_{\perp}^{\eta-i}\left(\boldsymbol{U}_{\perp}^{\top} \boldsymbol{W}_{l_{0}+i}\right)\right]
\end{aligned}
$$

and thus, $\operatorname{SE}\left(\boldsymbol{U}, \hat{\boldsymbol{U}}_{l}\right)=\operatorname{SE}\left(\boldsymbol{U}, \tilde{\boldsymbol{U}}_{l}\right)=\left\|\boldsymbol{U}_{\perp}^{\top} \tilde{\boldsymbol{U}}_{l} \boldsymbol{R}_{l}^{-1}\right\|$ simplifies to

$$
\begin{aligned}
& \operatorname{SE}\left(\boldsymbol{U}, \hat{\boldsymbol{U}}_{l}\right) \\
& =\left\|\left[\boldsymbol{\Sigma}_{\perp}^{\eta}\left(\boldsymbol{U}_{\perp}^{\top} \tilde{\boldsymbol{U}}_{l_{0}}\right) \boldsymbol{R}_{l_{0}}^{-1}+\sum_{i=1}^{\eta} \boldsymbol{\Sigma}_{\perp}^{\eta-i}\left(\boldsymbol{U}_{\perp}^{\top} \boldsymbol{W}_{l_{0}+i}\right)\right] \boldsymbol{R}_{t}^{-1}\right\| \\
& \leq\left(\left\|\boldsymbol{\Sigma}_{\perp}^{\eta}\right\|\left\|\boldsymbol{U}_{\perp}^{\top} \tilde{\boldsymbol{U}}_{l_{0}} \boldsymbol{R}_{l_{0}}^{-1}\right\|+\left\|\sum_{i=1}^{\eta} \boldsymbol{\Sigma}_{\perp}^{\eta-i}\left(\boldsymbol{U}_{\perp}^{\top} \boldsymbol{W}_{l_{0}+i}\right)\right\|\right)\left\|\boldsymbol{R}_{t}^{-1}\right\| \\
& =\left(\left\|\boldsymbol{\Sigma}_{\perp}^{\eta}\right\| \operatorname{SE}\left(\boldsymbol{U}, \tilde{\boldsymbol{U}}_{l_{0}}\right)+\left\|\sum_{i=1}^{\eta} \boldsymbol{\Sigma}_{\perp}^{\eta-i}\left(\boldsymbol{U}_{\perp}^{\top} \boldsymbol{W}_{l_{0}+i}\right)\right\|\right)\left\|\boldsymbol{R}_{t}^{-1}\right\| \\
& \leq \frac{\left\|\boldsymbol{\Sigma}_{\perp}^{\eta}\right\| \operatorname{SE}\left(\boldsymbol{U}, \hat{\boldsymbol{U}}_{l_{0}}\right)+\left\|\sum_{i=1}^{\eta} \boldsymbol{\Sigma}_{\perp}^{\eta-i}\left(\boldsymbol{U}_{\perp}^{\top} \boldsymbol{W}_{l_{0}+i}\right)\right\|}{\sigma_{r}\left(\boldsymbol{R}_{t}\right)}
\end{aligned}
$$

We also have that

$$
\begin{gathered}
\sigma_{r}^{2}\left(\boldsymbol{R}_{t}\right)=\sigma_{r}^{2}\left(\tilde{\boldsymbol{U}}_{t}\right) \\
=\lambda_{\min }\left(\left(\boldsymbol{U} \boldsymbol{U}^{\top} \tilde{\boldsymbol{U}}_{t}+\boldsymbol{U}_{\perp} \boldsymbol{U}_{\perp}^{\top} \hat{\boldsymbol{U}}_{t}\right)^{\top}\left(\boldsymbol{U} \boldsymbol{U}^{\top} \tilde{\boldsymbol{U}}_{t}+\boldsymbol{U}_{\perp} \boldsymbol{U}_{\perp}^{\top} \hat{\boldsymbol{U}}_{t}\right)\right) \\
\geq \lambda_{\min }\left(\tilde{\boldsymbol{U}}_{t}^{\top} \boldsymbol{U} \boldsymbol{U}^{\top} \hat{\boldsymbol{U}}_{t}\right)=\sigma_{r}^{2}\left(\boldsymbol{U}^{\top} \hat{\boldsymbol{U}}_{t}\right) \\
\Longrightarrow \sigma_{r}\left(\boldsymbol{U}^{\top} \tilde{\boldsymbol{U}}_{t}\right)=\sigma_{r}\left(\boldsymbol{\Sigma}^{\eta}\left(\boldsymbol{U}^{\top} \hat{\boldsymbol{U}}_{l_{0}}+\sum_{i=1}^{\eta} \boldsymbol{\Sigma}^{-i} \boldsymbol{U}^{\top} \boldsymbol{W}_{l_{0}+i}\right)\right) \\
\geq \sigma_{r}^{\eta}\left[\sigma_{r}\left(\boldsymbol{U}^{\top} \hat{\boldsymbol{U}}_{l_{0}}\right)-\left\|\sum_{i=1}^{\eta} \boldsymbol{\Sigma}^{-i} \boldsymbol{U}^{\top} \boldsymbol{W}_{l_{0}+i}\right\|\right]
\end{gathered}
$$

We define $\operatorname{SE}\left(\boldsymbol{U}, \tilde{\boldsymbol{U}}_{l_{0}}\right)=\operatorname{SE}\left(\boldsymbol{U}, \hat{\boldsymbol{U}}_{l_{0}}\right)=\mathrm{SE}_{l_{0}}$ and $R=\sigma_{r+1} / \sigma_{r}, \tilde{R}=\max \left(1, \sigma_{r+1}\right) / \sigma_{r}$ and thus we have

$$
\begin{aligned}
& \mathrm{SE}\left(\boldsymbol{U}, \hat{\boldsymbol{U}}_{l}\right) \\
& \leq \frac{\left\|\boldsymbol{\Sigma}_{\perp}^{\eta}\right\| \mathrm{SE}\left(\boldsymbol{U}, \hat{\boldsymbol{U}}_{l_{0}}\right)+\left\|\sum_{i=1}^{\eta} \boldsymbol{\Sigma}_{\perp}^{\eta-i}\left(\boldsymbol{U}_{\perp}^{\top} \boldsymbol{W}_{l_{0}+i}\right)\right\|}{\sigma_{r}^{\eta}\left[\sqrt{1-\mathrm{SE}^{2}\left(\boldsymbol{U}, \tilde{\boldsymbol{U}}_{l_{0}}\right)}-\left\|\sum_{i=1}^{\eta} \boldsymbol{\Sigma}^{-i} \boldsymbol{U}^{\top} \boldsymbol{W}_{l_{0}+i}\right\|\right]} \\
& \leq \frac{R^{\eta} \mathrm{SE}_{l_{0}}+\sigma_{r}^{-\eta}\left\|\sum_{i=1}^{\eta} \boldsymbol{\Sigma}_{\perp}^{\eta-i} \boldsymbol{U}_{\perp}^{\top} \boldsymbol{W}_{l_{0}+i}\right\|}{\sqrt{1-\mathrm{SE}_{l_{0}}^{2}}-\left\|\sum_{i=1}^{\eta} \boldsymbol{\Sigma}^{-i} \boldsymbol{U}^{\top} \boldsymbol{W}_{l_{0}+i}\right\|}
\end{aligned}
$$

notice that the entries of $\boldsymbol{U}^{\top} \boldsymbol{W}_{l_{0}+i}$ and $\boldsymbol{U}_{\perp}^{\top} \boldsymbol{W}_{l_{0}+i}$ are i.i.d. Gaussian r.v's with variance $\sigma_{c}^{2}$. Next we define the matrix $M=\sum_{i=1}^{\eta} \boldsymbol{\Sigma}_{\perp}^{\eta-i}\left(\boldsymbol{U}_{\perp}^{\top} \boldsymbol{W}_{l_{0}+i}\right)$ and we apply Theorem 5.93 to $M$. We can
apply this theorem because we know that each entry of $M$ is a weighted sum of $\eta$ indepdendent Gaussian r.v.'s. In other words

$$
\begin{gathered}
M_{j k}=\sum_{i=1}^{\eta}\left(\sigma_{\perp}\right)_{j}^{\eta-i}\left(\boldsymbol{U}_{\perp}^{\top} \boldsymbol{W}_{l_{0}+i}\right)_{j k} \\
\Longrightarrow M_{j k} \sim \mathcal{N}\left(0, \sigma_{c}^{2} \sum_{i=1}^{\eta}\left(\lambda_{\perp}\right)_{j}^{2(\eta-i)}\right) \\
\Longrightarrow \\
\max _{j k}\left\|(M)_{j k}\right\|_{\psi_{2}}=\sigma_{c} \sqrt{\sum_{i=1}^{\eta} \sigma_{r+1}^{2(\eta-i)}}
\end{gathered}
$$

Recall that there is a factor of $\sigma_{r}^{-\eta}$ multiplying $M$ so effectively, the sub-Gaussian norm is $K=$ $\sigma_{r}^{-\eta} \sigma_{c} \sqrt{\sum_{i=1}^{\eta} \sigma_{r+1}^{2(\eta-i)}}=\mathrm{NSR} \cdot \Gamma_{n u m}(\eta)$. Now, using Theorem 5.93, we get that with probability at least $1-e^{-\epsilon^{2}}$

$$
\left\|\sum_{i=1}^{\eta} \boldsymbol{\Sigma}_{\perp}^{\eta-i} \boldsymbol{U}_{\perp}^{\top} \boldsymbol{W}_{l_{0}+i}\right\| \leq C \mathrm{NSR} \cdot \Gamma_{n u m}(\eta) \cdot(\sqrt{n-r}+\sqrt{r}+\epsilon)
$$

and now picking $\epsilon=0.01 \sqrt{n}$ followed by simple algebra yields

$$
\begin{array}{r}
\operatorname{Pr}\left(\left\|\sum_{i=1}^{\eta} \boldsymbol{\Sigma}_{\perp}^{\eta-i} \boldsymbol{U}_{\perp}^{\top} \boldsymbol{W}_{l_{0}+i}\right\| \leq \sqrt{n} \mathrm{NSR} \cdot \Gamma_{\text {num }}(\eta)\right) \\
\geq 1-\exp (-c n)
\end{array}
$$

Next consider the denominator term. Again, we notice that the matrix $M=\sum_{i=1}^{\eta} \boldsymbol{\Sigma}^{-i} \boldsymbol{U}^{\top} \boldsymbol{W}_{l_{0}+i}$ has entries that are gaussian r.v.'s and are independent. Moreover, the sub Gaussian norm bound is

$$
\begin{gathered}
M_{j k}=\sum_{i=1}^{\eta} \sigma_{j}^{-i}\left(\boldsymbol{U}^{\top} \boldsymbol{W}_{l_{0}+i}\right)_{j k} \\
\Longrightarrow M_{j k} \sim \mathcal{N}\left(0, \sigma_{c}^{2} \sum_{i=1}^{\eta} \sigma_{j}^{-2 i}\right) \\
\Longrightarrow \max _{j k}\left\|(M)_{j k}\right\|_{\psi_{2}}=\sigma_{c} \sqrt{\sum_{i=1}^{\eta} \sigma_{r}^{-2 i}}:=\mathrm{NSR} \cdot \Gamma_{\text {denom }}(\eta)
\end{gathered}
$$

Now we apply Theorem 5.93 to get that with probability $1-\exp \left(-\epsilon^{2}\right)$

$$
\left\|\sum_{i=1}^{\eta} \boldsymbol{\Sigma}^{-i} \boldsymbol{U}^{\top} \boldsymbol{W}_{l_{0}+i}\right\| \leq \operatorname{NSR} \cdot \Gamma_{\text {denom }}(\eta) \cdot(2 \sqrt{r}+\epsilon)
$$

picking $\epsilon=0.01 \sqrt{r}$ yields that

$$
\begin{array}{r}
\operatorname{Pr}\left(\left\|\sum_{i=1}^{\eta} \boldsymbol{\Sigma}^{-i} \boldsymbol{U}^{\top} \boldsymbol{W}_{l_{0}+i}\right\| \leq \sqrt{r} \mathrm{NSR} \cdot \Gamma_{\text {denom }}(\eta)\right) \\
\geq 1-\exp (-c r)
\end{array}
$$

This completes the proof of Lemma 5.92.
Proof of Theorem 5.91. The idea for proving Theorem 5.91 is a straightforward extension from Lemma 5.92. Consider $\eta=1$, and assume that the initial subspace estimtate, $\tilde{\boldsymbol{U}}_{0}$ satisfies $\mathrm{SE}\left(\tilde{\boldsymbol{U}}_{0}, \boldsymbol{U}\right)=\mathrm{SE}_{0}<1$ we know that with probability $1-\exp (-c r)-\exp (-c n)$,

$$
\begin{aligned}
\operatorname{SE}\left(\tilde{\boldsymbol{U}}_{\eta}, \boldsymbol{U}\right) & \leq \frac{R^{\eta} \mathrm{SE}_{0}+\sqrt{n} \mathrm{NSR}_{\text {num }}(\eta)}{0.9 \sqrt{1-\mathrm{SE}_{0}^{2}}-\sqrt{r} \mathrm{NSR}^{\text {denom }}(\eta)} \\
& =\frac{R \mathrm{SE}_{0}+\sqrt{n} \mathrm{NSR}}{0.9 \sqrt{1-\mathrm{SE}_{0}^{2}}-\sqrt{r} \mathrm{NSR}}
\end{aligned}
$$

thus, as long as $\mathrm{NSR} \leq 0.2 \sqrt{\frac{1-\mathrm{SE}_{0}^{2}}{r}}$ the denominator is positive. Next, to achieve an $\epsilon$-accurate estimate, we note that the second term in the numerator is the larger term (since $R<1$ and this goes to 0 with every iteration) and thus as long as $\operatorname{NSR} \leq \frac{\epsilon}{\sqrt{n}}$ we can ensure that the numerator is small enough. Combining the two bounds, followed by a union bound over $L$ iterations gives the final conclusion.

Finally, consider the case of $\eta>1$ and the $l$-th iteration. Assume that $\sigma_{r}>1$. This is used to simplify the $\Gamma_{\text {denom }}(\eta)$ expression as follows: $\Gamma_{\text {denom }}^{2}(\eta)=\left(1+\sigma_{r}^{2}+\cdots+\sigma_{r}^{2 \eta-2}\right) / \sigma_{r}^{2 \eta-2}=$ $\sum_{i=0}^{\eta-1} 1 / \sigma_{r}^{2 i} \leq \sum_{i=0}^{\infty} 1 / \sigma_{r}^{2 i}=\frac{\sigma_{r}^{2}}{\sigma_{r}^{2}-1}$. Using the same reasoning as in the $\eta=1$ case, as long as

$$
\mathrm{NSR} \leq 0.2 \sqrt{\frac{\sigma_{r}^{2}-1}{\sigma_{r}^{2}}} \cdot \sqrt{\frac{1-\mathrm{SE}_{(l-1) \eta}^{2}}{r}}
$$

the denominator is positive. We also have that $\Gamma_{n u m}^{2}(\eta)=\sum_{i=1}^{\eta} \sigma_{r+1}^{2(\eta-i)} / \sigma_{r}^{2 \eta} \leq \eta R^{2 \eta-2}$. Thus, as long as NSR $\leq \frac{\epsilon}{\sqrt{n}} \cdot \frac{1}{\sqrt{\eta} R^{\eta-1}}$ the first term of the numerator is small enough and this gives us the final result.

Random Initialization Lemma. Finally, we provide the proof for random initialization. This is a well known result as shown in $[36,15]$ but we prove it here for completeness.

Proof of Item 3 of Theorem 5.91. The proof follows by application of Theorem 5.93, 5.94 to a standard normal random matrix, and definition of principal angles. Recall that $\left(\tilde{\boldsymbol{U}}_{0}\right)_{i j} \stackrel{i i d}{\sim} \mathcal{N}(0,1)$ and consider its reduced QR decomposition, $\tilde{\boldsymbol{U}}_{0}=\hat{\boldsymbol{U}}_{0} \boldsymbol{R}_{0}$. We know that

$$
\begin{aligned}
\mathrm{SE}^{2}\left(\tilde{\boldsymbol{U}}_{0}, \boldsymbol{U}\right) & =\left\|\left(\boldsymbol{I}-\hat{\boldsymbol{U}}_{0} \hat{\boldsymbol{U}}_{0}^{\top}\right) \boldsymbol{U}\right\|^{2}=\lambda_{\max }\left(\boldsymbol{I}-\boldsymbol{U}^{\top} \hat{\boldsymbol{U}}_{0} \hat{\boldsymbol{U}}_{0}^{\top} \boldsymbol{U}\right) \\
& =1-\lambda_{\min }\left(\boldsymbol{U}^{\top} \hat{\boldsymbol{U}}_{0} \hat{\boldsymbol{U}}_{0}^{\top} \boldsymbol{U}\right) \\
& =1-\lambda_{\min }\left(\boldsymbol{U}^{\top} \tilde{\boldsymbol{U}}_{0} \boldsymbol{R}_{0}^{-1}\left(\boldsymbol{R}_{0}^{-1}\right)^{\top} \tilde{\boldsymbol{U}}_{0}^{\top} \boldsymbol{U}\right) \\
& (a) \\
& \left.\leq 1-\lambda_{\min }\left(\boldsymbol{U}^{\top} \tilde{\boldsymbol{U}}_{0} \tilde{\boldsymbol{U}}_{0}^{\top} \boldsymbol{U}\right) \lambda_{\min }\left(\boldsymbol{R}_{0}^{-1}\left(\boldsymbol{R}_{0}^{-1}\right)^{\top}\right)\right) \\
& =1-\frac{\sigma_{\min }^{2}\left(\boldsymbol{U}^{\top} \tilde{\boldsymbol{U}}_{0}\right)}{\left\|\tilde{\boldsymbol{U}}_{0}\right\|_{2}^{2}}
\end{aligned}
$$

where ( $a$ ) follows from Ostrowski's Theorem (Theorem 4.5.9, [16]) and the last relation follows since reduced qr decomposition preserves the singular values. It is easy to see that $\left(\boldsymbol{U}^{\top} \tilde{\boldsymbol{U}}_{0}\right)_{i j} \sim \mathcal{N}(0,1)$. We can apply Theorem 5.94 to get that with probability at least $1-\exp (-c r)-(c / \gamma)$,

$$
\sigma_{\min }\left(\boldsymbol{U}^{\top} \tilde{\boldsymbol{U}}_{0}\right) \geq c(\sqrt{r}-\sqrt{r-1}) / \gamma
$$

and we also know that $\sqrt{r}-\sqrt{r-1}=O(1 / \sqrt{r})$. Additionally, the denominator term is bounded using Theorem 5.93 as done before and thus, with probability $1-\exp \left(-\epsilon^{2}\right)$,

$$
\left\|\tilde{\boldsymbol{U}}_{0}\right\| \leq C(\sqrt{n}+\sqrt{r}+\epsilon)
$$

and now picking $\epsilon=0.01 \sqrt{n}$ we get that with probability at least $1-\exp (-c n)-\exp (-c r)-(1 / c \gamma)$,

$$
\mathrm{SE}^{2}\left(\tilde{\boldsymbol{U}}_{0}, \boldsymbol{U}\right) \leq 1-\frac{1}{\gamma n r}
$$

which completes the proof.

While invoking the above result, to simplify notation, we set $\gamma=10$.

### 5.10.4 Numerical Verificaion of Theorem 5.91

We generate $\boldsymbol{S}=\boldsymbol{U} \Lambda \boldsymbol{V}^{T}+\boldsymbol{U}_{\perp} \Lambda_{\perp} \boldsymbol{V}_{\perp}^{T}$ with $\boldsymbol{U}^{*}=\left[\boldsymbol{U}, \boldsymbol{U}_{\perp}\right], \boldsymbol{V}^{*}=\left[\boldsymbol{V}, \boldsymbol{V}_{\perp}\right]$ being orthonormal matrices of appropriate dimensions. We then set $\boldsymbol{Y}=\boldsymbol{S} \boldsymbol{S}^{T}$ and the goal is to estimate the span of

(a) Varying $\sigma_{c}$ and $\eta$

(b) Varying the EigenGap, $R$

Figure 5.3: Numerical verification of Theorem 5.91: Left: increasing $\eta$ increases robustness to noise; Right: Increasing the "gap" helps achieve faster, better convergence.
the $n \times r$ dimensional matrix, $\boldsymbol{U}$. We choose $n=1000$ and $r=30$. We consider two settings where $\Lambda=1.1 \boldsymbol{I}, \Lambda_{\perp}=\boldsymbol{I}$ so that $R=0.91$; and $\Lambda=3.3 \boldsymbol{I}, \Lambda_{\perp}=\boldsymbol{I}$ so that $R=0.33$. At each iteration we generate channel noise as i.i.d. $\mathcal{N}\left(0, \sigma_{c}^{2}\right)$. We verify the claims of Theorem 5.91 and (i) show that choosing a larger value of $\eta$ considerably increases robustness to noise. We set $R=0.91$, and consider $\eta=1,10$ and $\sigma_{c}=10^{-4}, 10^{-4}$. See from Fig. 5.3(a) that increasing $\eta$ has a similar effect as that of reducing $\sigma_{c}$ (the $\eta=10, \sigma_{c}=10^{-8}$ plot overlaps with $\eta=1, \sigma_{c}=10^{-8}$ ); and (ii) in Fig. 5.3(b) we show that choosing a smaller value of $R$ speeds up convergence, and also increases noise robustness. Here we use $\sigma_{c}=10^{-8}$ and consider two eigengaps, $R=\{0.91,0.30\}$.

### 5.11 Appendix E: Preliminaries

The following result is Theorem 4.4.5, [39]
Theorem 5.93 (Upper Bounding Spectral Norm). Let A be a $m \times n$ random matrix whose entries are independent zero-mean sub-Gaussian r.v.'s and let $K=\max _{i, j}\left\|A_{i, j}\right\|_{\psi_{2}}$. Then for any $\epsilon>0$ with probability at least $1-2 \exp \left(-\epsilon^{2}\right)$,

$$
\|A\| \leq C K(\sqrt{m}+\sqrt{n}+\epsilon)
$$

The following result (Theorem 1.1, [36]) bounds the smallest singular value of a random rectangular matrix.

Theorem 5.94 (Lower Bounding Smallest Singular Value for Rectangular matrices). . Let $A$ be a $m \times n$ random matrix whose entries are independent zero-mean sub-Gaussian r.v.'s. Then for any $\epsilon>0$ we have

$$
\sigma_{\min }(A) \geq \epsilon C_{K}(\sqrt{m}-\sqrt{n-1})
$$

with probability at least $1-\exp \left(-c_{K} n\right)-\left(c_{K} \epsilon\right)^{m-n+1}$. Here, $K=\max _{i, j}\left\|A_{i, j}\right\|_{\psi_{2}}$.

## CHAPTER 6. CONCLUSIONS AND FUTURE WORK

In this work we designed and analyzed provable algorithms for learning and tracking lowdimensional linear subspaces. We showed that under mild conditions, we can efficiently learn, detect, and track subspaces. In particular we considered the problem of tracking the underlying subspace in presence of gross outliers in Chapters 2 and 3. In Chapter 4, we also allowed for missing data due to failures in data acquisition, and transmission pipeline. In Chapter 5, we studied the subspace learning problem in a federated setting which also takes into account the data being available to a central server in a distributed fashion. In all our results, we show that our algorithm enjoys several desirable properties such as fast run time, improved outlier tolerance, and in some cases, near-optimal memory and sample complexity.

There are several avenues for possible future work (a) an immediate extension of Chapter 5 is to provide a guarantee for differentially private (robust) subspace tracking wherein, one deliberately adds noise to each algorithm iterate so that given the output, it is not possible for a malicious agent to ascertain whether a particular data point exists in the database or not; (b) whereas we considered learning linear subspaces in all work, it is certainly possible to extend this to learning non-linear low-dimensional models (such as manifolds); and finally, (c) extending our results to the case where measurements are a (3-rd order) tensor rather than a matrix would provide more room to exploit the underlying low-dimensional structure.
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[^0]:    ${ }^{1}$ An equivalent tradeoff can also observed for RPCA wherein, if the support of the sparse matrix is chosen in a probabilistic manner, the tolerable fraction of outliers is larger.

[^1]:    ${ }^{1}$ requires finding both the newly added direction, $\boldsymbol{P}_{j, \text { new }}$, and the deleted direction, $\boldsymbol{P}_{j, \text { del }}$

[^2]:    ${ }^{2}$ The above step equivalently solves for $\tilde{\boldsymbol{a}}, \tilde{\boldsymbol{x}}$ that satisfy $\boldsymbol{y}_{t}=\hat{\boldsymbol{P}}_{t-1} \tilde{\boldsymbol{a}}+\tilde{\boldsymbol{x}}+\boldsymbol{b}_{t}$ with $\tilde{\boldsymbol{x}}$ being sparse and $\left\|\boldsymbol{b}_{t}\right\|$ being small. This is the approximate robust regression problem where columns of $\hat{\boldsymbol{P}}_{t-1}$ are the regressors/predictors, $\tilde{\boldsymbol{x}}$ is the sparse outliers and $\boldsymbol{b}_{t}$ is the small "noise" or model inaccuracy.

[^3]:    ${ }^{3}$ This is true because (i) for any basis matrix $\boldsymbol{P}, \max _{\mathcal{T}:|\mathcal{T}| \leq 2 s}\left\|\boldsymbol{I}_{\mathcal{T}}{ }^{\prime} \boldsymbol{P}\right\|^{2} \leq 2 s \max _{i}\left\|\boldsymbol{I}_{i}{ }^{\prime} \boldsymbol{P}\right\|^{2}$ [22], here $s=$ max-outlier-frac-col $\cdot n$; (ii) if $\tilde{\boldsymbol{P}}$ is such that $\operatorname{span}(\tilde{\boldsymbol{P}}) \subseteq \operatorname{span}(\boldsymbol{P})$, then $\left\|\boldsymbol{I}_{\mathcal{T}}{ }^{\prime} \tilde{\boldsymbol{P}}\right\|^{2} \leq\left\|\boldsymbol{I}_{\mathcal{T}}{ }^{\prime} \boldsymbol{P}\right\|^{2}$; and (iii) both span $\left(\boldsymbol{P}_{j}\right)$ and $\operatorname{span}\left(\boldsymbol{P}_{j, \text { new }}\right)$ are contained in the span of $\operatorname{basis}\left(\left[\boldsymbol{P}_{j-1}, \boldsymbol{P}_{j}\right]\right)$. In fact basis $\left(\left[\boldsymbol{P}_{j-1}, \boldsymbol{P}_{j}\right]\right)=\left[\boldsymbol{P}_{j-1}, \boldsymbol{P}_{j, \text { new }}\right]$. Thus, using the max-outlier-frac-col bound, $\max _{\mathcal{T}:|\mathcal{T}| \leq 2 s}\left\|\boldsymbol{I}_{\mathcal{T}} \boldsymbol{P}_{j}\right\|^{2} \leq 2 s \mu(r+1) / n=2$ max-outlier-frac-col $\mu(r+1) \leq 0.01$ and the same also holds for $\max _{\mathcal{T}:|\mathcal{T}| \leq 2 s}\left\|\boldsymbol{I}_{\mathcal{T}}{ }^{\prime} \boldsymbol{P}_{j, \text { new }}\right\|^{2}$.

[^4]:    ${ }^{4}$ One practical application where this is useful is for slow moving or occasionally static video foreground moving objects. For a stylized example of this, see Model 2.19 given in Sec. 2.6.

[^5]:    ${ }^{5}$ follows because the union of the spans of $\boldsymbol{P}_{j-1}$ and $\boldsymbol{P}_{j}$ is contained in the span of $\left[\boldsymbol{P}_{0}, \boldsymbol{P}_{1, \text { new }}, \boldsymbol{P}_{2, \text { new }}, \ldots, \boldsymbol{P}_{J, \text { new }}\right]$.

[^6]:    ${ }^{6}$ The reason is this: let $\rho_{\text {row }}=$ max-outlier-frac-row, one can construct a matrix $\boldsymbol{X}$ with $\rho_{\text {row }}$ outliers in some rows that has rank equal to $1 / \rho_{\text {row }}$. A simple way to do this would be to let the support and nonzero entries of $\boldsymbol{X}$ be constant for $\rho_{\text {row }} d$ columns before letting either of them change. Then the rank of $\boldsymbol{X}$ will be $d /\left(\rho_{\text {row }} d\right)=1 / \rho_{\text {row }}$. If $1 / \rho_{\text {row }}<r_{L}=\operatorname{rank}(\boldsymbol{L}), \boldsymbol{X}$ will wrongly get classified as the low-rank component. This is why we need $\rho_{\text {row }}=$ max-outlier-frac-row $<1 / r_{L}$. A similar argument can be used for max-outlier-frac-col.

[^7]:    ${ }^{7}$ Since the individual vector $\boldsymbol{b}_{t}$ does not have any structure that can be exploited, the error in recovering $\boldsymbol{x}_{t}$ cannot be made lower than this. However the $\boldsymbol{b}_{t}$ 's arranged into a matrix do form a low-rank matrix whose approximate rank can be shown to be one (under our current subspace change model). If we try to exploit this structure we end up with the modified-PCP approach studied in earlier work [35]. This needs the uniform random support assumption [35].
    ${ }^{8}$ If there were a way to bound the element-wise error of the CS step (instead of the $l_{2}$ norm of the error), we could relax the $x_{\text {min }}$ lower bound significantly. It is not clear if this is possible though.

[^8]:    ${ }^{9}$ The multiplier 0.4 of $q_{\text {rot }}$ in its first claim is obtained by setting $\rho_{\text {row }}=0.01 / f^{2}$. If we do not do this, 0.4 will get replaced by $c_{2} f \sqrt{\rho_{\text {row }}}$.

[^9]:    ${ }^{10}$ To understand this, suppose that there is only one subspace change and suppose that the intervals are equal, i.e., $d-t_{1}=t_{1}-t_{0}$. Then, $\mathbb{E}\left[\boldsymbol{L} \boldsymbol{L}^{\prime}\right] / d=\boldsymbol{P}_{0, \text { fix }} \boldsymbol{\Lambda}_{\mathrm{fix}} \boldsymbol{P}_{0, \mathrm{fix}}{ }^{\prime}+\left[\boldsymbol{P}_{0, \mathrm{ch}} \boldsymbol{P}_{1, \text { new }}\right] \boldsymbol{B}\left[\boldsymbol{P}_{0, \mathrm{ch}}{ }^{\prime} \boldsymbol{P}_{1, \text { new }}\right]^{\prime}$ where $\boldsymbol{B}=$ $\lambda_{\mathrm{ch}}\left[\begin{array}{cc}\left(0.5+0.5 \cos ^{2} \theta_{1}\right) & -0.5 \sin \theta_{1} \cos \theta_{1} \\ -0.5 \sin \theta_{1} \cos \theta_{1} & 0.5 \sin ^{2} \theta_{1}\end{array}\right]$. The maximum eigenvalue of $\mathbb{E}\left[\boldsymbol{L} \boldsymbol{L}^{\prime}\right] / d$ is $\lambda^{+}$. Its minimum eigenvalue is the minimum eigenvalue of $\boldsymbol{B}$ which can be computed as $\left(1-\cos \theta_{1}\right) \lambda_{\mathrm{ch}}$. In the worst case $\lambda_{\mathrm{ch}}=\lambda^{-}$. When the intervals are not equal, this gets replaced by $\left(1-\sqrt{1-2 c \sin ^{2} \theta_{1}}\right) \lambda^{-}$for a $c<1$. This is at most $\left(1-\sqrt{\left.1-2 c \Delta^{2}\right)}\right.$.

[^10]:    ${ }^{11}$ We use Remark 2.8 with $\mathcal{E}_{*} \equiv \Gamma_{0}, Z \equiv\left\{\hat{\ell}_{1}, \hat{\ell}_{2}, \ldots, \hat{\ell}_{t_{j}+(k-1) \alpha-1}\right\}$, and $\tilde{\mathcal{E}}(Z)=\Gamma_{k-1} \backslash \Gamma_{0}$.

[^11]:    ${ }^{1}$ Of course any work on PCA for an approximately low rank matrix makes no assumptions on true data or noise and thus does implicitly allow data-dependent noise as well. However, this type of work does not exploit knowledge of how the noise depends on the data.

[^12]:    ${ }^{2}$ If $\boldsymbol{\ell}_{t}$ is not stationary, $\boldsymbol{\Sigma}:=\frac{1}{\alpha} \sum_{t} \mathbb{E}\left[\boldsymbol{\ell}_{t} \boldsymbol{\ell}_{t}^{\prime}\right]$, in this case one needs to redefine $f=\max _{t}\left\|\mathbb{E}\left[\boldsymbol{\ell}_{t} \boldsymbol{\ell}_{t}^{\prime}\right]\right\| / \lambda_{r}(\boldsymbol{\Sigma})$.

[^13]:    ${ }^{3}$ This can be satisfied by using $C \log r$ iterations of AltProj [25] on the first $t_{\text {train }}=C r$ data samples.

[^14]:    ${ }^{4}$ To address a reviewer comment, one cannot get a consistent estimator for our problem, nor for standard RPCA or CS. Consistent estimator means that the recovery error goes to zero as the number of observed data points increases.

[^15]:    ${ }^{5}$ The effective (stable) rank, of $\boldsymbol{B}_{\mathcal{J}}$ will be less than $r$ only if we assume more structure on subspace change, e.g., if we assume that only a few subspace directions change. Its exact rank will still be $r$.
    ${ }^{6}$ A simple way to do this would be as follows. Let $b_{0}=$ max-outlier-frac-row and suppose $b_{0}$ is a constant (is more than order $1 / r)$. Let the support and nonzero entries of $\boldsymbol{X}_{\mathcal{J}}$ be constant for the first $b_{0} \alpha$ columns; after this, move the nonzero entries down in such a way that there is no overlap of supports; and repeat this every $b_{0} \alpha$ columns. With this, the max-outlier-frac-row $=b_{0}$ and the rank of $\boldsymbol{X}_{\mathcal{J}}$ is $\alpha /\left(b_{0} \alpha\right)=1 / b_{0}$ since there are only $1 / b_{0}$ unique vectors in this matrix construction.

[^16]:    ${ }^{7}$ Robust Regression (with a sparsity model on the outliers) assumes that observed data vector $\boldsymbol{y}$ satisfies $\boldsymbol{y}=$ $\hat{\boldsymbol{P}} \boldsymbol{a}+\boldsymbol{x}+\boldsymbol{b}$ where $\hat{\boldsymbol{P}}$ is a tall matrix (given), $\boldsymbol{a}$ is the vector of (unknown) regression coefficients, $\boldsymbol{x}$ is the (unknown) sparse outliers, $\boldsymbol{b}$ is (unknown) small noise/modeling error. An obvious way to solve this is by solving $\min _{\boldsymbol{a}, \boldsymbol{x}} \lambda\|\boldsymbol{x}\|_{1}+$ $\|\boldsymbol{y}-\hat{\boldsymbol{P}} \boldsymbol{a}-\boldsymbol{x}\|^{2}$. In this, one can solve for $\boldsymbol{a}$ in closed form to get $\hat{\boldsymbol{a}}=\hat{\boldsymbol{P}}^{\prime}(\boldsymbol{y}-\boldsymbol{x})$. Substituting this, the minimization simplifies to $\min _{\boldsymbol{x}} \lambda\|\boldsymbol{x}\|_{1}+\left\|\left(\boldsymbol{I}-\hat{\boldsymbol{P}} \hat{\boldsymbol{P}}^{\prime}\right)(\boldsymbol{y}-\boldsymbol{x})\right\|^{2}$. This is equivalent to the Lagrangian version of the projected CS problem that NORST solves (given in line 7 of Algorithm 6).

[^17]:    $\left.{ }^{8} \max _{i, j} \mid \boldsymbol{U} \boldsymbol{V}^{\prime}\right)_{i, j} \left\lvert\, \leq \sqrt{\frac{\mu r}{n d}}\right.$ where $\boldsymbol{U}, \boldsymbol{V}$ are the matrices of left and right singular vectors of $\boldsymbol{L}$

[^18]:    ${ }^{9}$ Notice here that, we could have loosened the required lower bound on $x_{\text {min }}$ for this interval in the case when there is no noise

[^19]:    ${ }^{1}$ I performed the literature survey, writing, and designing the experiments, V.D. performed the experiments, N.V. helped with all components.

[^20]:    ${ }^{2}$ Equivalently, we bound the maximum number of missing entries in any column and in any row of the data matrix

[^21]:    ${ }^{3} \alpha$ needs to grow as $C \min \left(r_{v} \log n, n\right)\left(\lambda_{v}^{+} / \lambda^{-}\right) / \epsilon^{2} ;$ for the isotropic case, $r_{v}=n$ and thus the discussion follows.

[^22]:    ${ }^{4}$ If $\Omega_{t}$ follows an i.i.d. Bernoulli model, a sufficient condition would be $n-\left|\mathcal{T}_{t}\right| \geq C r \log r \log ^{2} n$ [2], or equivalently, max-miss-frac-col $\leq 1-\left(C r \log r \log ^{2} n\right) / n$.

[^23]:    ${ }^{5}$ We downloaded the PETRELS' and GROUSE code from the authors' website and all other algorithms from https://github.com/andrewssobral/lrslibrary.

[^24]:    ${ }^{6}$ we do not compare it with NNM based methods for which code is not available online

[^25]:    ${ }^{7}$ Use the RIP-denseness lemma from [41] and some simple linear algebra which includes a triangle inequality type bound for SE. See the proof of item 1 of Lemma 4.7 of [33]

[^26]:    ${ }^{1}$ as we show later $\alpha \geq C r \log n$ suffices

[^27]:    ${ }^{2}$ The quantity of interest could be a vector or a matrix depending on the application. For the problem we study (subspace learning/tracking), the quantity of interest is a $n \times r$ basis matrix.

[^28]:    ${ }^{3}$ The first is small because of slow subspace change and $\hat{\boldsymbol{P}}_{j-1}$ being a good estimate (if span $\left(\hat{\boldsymbol{P}}_{j-1}\right)=\operatorname{span}\left(\boldsymbol{P}_{j}\right)$ this term would be zero); the second is small because $\left\|\boldsymbol{v}_{t}\right\|$ is small due to the approximate low-rank assumption.

[^29]:    ${ }^{4}$ These papers also provide a more general result that allows one to compute an $r^{\prime}$-dimensional subspace approximation for an $r^{\prime}>r$. If $r^{\prime}$ is picked sufficiently large, e.g., if $r^{\prime}=2 r$, then the guarantee holds with probability at least $1-0.1^{r}$.

